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Using this textbook 
Information Technology in a Global Society is the first textbook written specifically for the new IB Information Technology 
in a Global Society syllabus, covering technical systems, social impacts and ethical issues, and each area of application. 
The book has a number of features to enhance teaching and understanding and ensure students get the best experience 
possible from the ITGS course. 

Chapter Contents 
Each chapter starts with a set of clear objectives tied directly to the ITGS sylla­
bus, so you can be sure that all aspects of the course are being covered. 

The course content is covered through up to date examples, supported by var­
ied exercises, with a mix of ethical discussion points, classroom activities, 
guided and unguided practical activities, and exam style questions to cover 
the syllabus content from a variety of assessment angles. Theory of Knowledge 
(TOK) links are provided where appropriate, enabling integration with the IB 
core. The fully cited examples in each chapter mean students can extend their 
learning with wider reading- an essential part of IB courses. 

Each chapter is illustrated with clear photographs and 
original diagrams to highlight and clarify key points and 
concepts. Common mistakes, based on the author's ex­
perience with ITGS students and examination grading, 
are highlighted and corrected so that they will not be 
repeated in the future! 

Key Language and Glossary 
Each chapter has a comprehensive review section which 
includes all key language used in that chapter. At the 
back of the book you will find a complete glossary of all 
key language found in the text, with precise definitions 
and links to relevant chapters. 

Online Support and Resources 
This textbook's website, www.itgstextbook.com, pro­
vides additional resources to support the use of the 
book. Students can find useful links to examples and 
case studies related to the topics covered in the text, 
while teachers can find additional activities, exercises 
and exam questions, and rubrics for the main exercises. 
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What is ITGS? 
Information Technology in a Global Society is the study of how developments in Information Technology affect peo­
ple and society. These social impacts can be positive or negative-in many cases, benefits for some people come at the 
expense of drawbacks for other people. In ITGS you will study situations from across the world - from the local commu­
nity to an international level-and in different areas including education, business, healthcare, and the military. Ethics, 
the study of what is right and what is wrong, is an important part of ITGS. There are many uses of IT which are com­
pletely legal but which raise social and ethical concerns, and may be objectionable to some people. 

A key part of ITGS is making decisions about the use of technology by weighing up its positive and negative impacts. 
You should be able to arrive at well argued conclusions about how, where, when, or even if, different technologies 
should be used. Below are some examples of ITGS topics and the social impacts and ethical issues they raise: 

Workplace surveillance- Many organisations monitor their employees' activities, including the 
email they send and the web pages they view. Employers do this to improve productivity and 
reduce time wasted by workers, but some workers may feel their privacy is being invaded. Do 
the benefits of increased productivity outweigh the uncomfortable feeling of being monitored? 
To what extent should monitoring be allowed- are there any activities that should not be moni­
tored? Should employees expect any privacy while using work computers? Should employers 
be legally required to inform employees if they are being monitored? 

Graphics editing - Computer graphics techniques have advanced to the point where images 
can be altered in ways which are virtually impossible to detect. One common use of graphics 
software is to change the appearance of models featured on the covers of magazines. Who 
might be affected by changing images in this way? What might be the effects, and how serious 
are they? Should it be legal to manipulate images but display them as though they are real? Are 
some edits acceptable, but others unacceptable? If so, who is responsible for enforcing these 
rules: photographers, editors, the government? 

E-waste- The average life time of a computer is relatively short, meaning thousands of new 
computer purchases are made each year. Many discarded devices are exported to developing 
countries where they are recycled in hazardous conditions, polluting the environment and caus­
ing serious health impacts for the recyclers. Who is responsible for helping solve these prob­
lems? Should users be responsible for the safe disposal of equipment, or should manufacturers, 
who created the equipment in the first place, be required to take it back for recycling? 

Violence in computer games - Increasingly powerful home computers and games consoles 
have enabled increased realism in computer games, many of which depict very violent actions. 
While films and other media often depict violence too, in computer games the player is more 
intimately involved, often as the perpetrator. Some people believe violent games have a nega­
tive effect on young players. What should be done to keep violent games away from people 
who might be affected by them? Is there a limit to what it is acceptable to include in computer 
games? Are computer games different to other forms of entertainment media? 

Internet censorship - Many countries filter Internet access, blocking pages deemed inappropri­
ate. Some countries do very little filtering, removing only extreme content which may be harm­
ful to society, while others filter a much higher percentage of material. This raises many ethical 
issues about the right to Internet access and whether people need protecting from potentially 
harmful content. Who should be responsible for deciding what is inappropriate material? 
Should anything be allowed on the Internet? Is one solution suitable for everyone? How do we 
even know if our Internet connections are being filtered? 



The ITGS Triangle 
There are four core aspects of ITGS. These aspects - social and ethical significance, IT systems, application to specific 
scenarios, and stakeholders, are shown in figure 1-1. These aspects are interrelated, and cannot exist without the others. 
Every topic studied in ITGS must cover each of these core elements. 

Social and 
Ethical Significance 
The positive and negative impacts, and the 
ethical questions raised 

Application to 
specific scenarios 
The area of society that is affected by the 
social Impacts (health, government, 
business, etc) 

IT Systems 
The information technology that causes the 
social and ethical issues, and how it works 

Figure 1-1 The ITGS Triangle 
Text adapted from Information technology in a global society guide, Copyright© International Baccalaureate Organisation 2010. Used with permission. 

Setting up an RSS reader 
RSS stands for Really Simple Syndication- which doesn't give much indication of what it actually does. RSS is a 'push­
technology' which allows users to view updates to web sites without having to repeatedly visit the site. By configuring 
an RSS news reader with RSS feeds, changes to monitored sites are automatically displayed in the reader. 

RSS technology is often used on sites where information changes frequently-such as on blogs, news pages, or price 
alert sites. Many web browsers such as Firefox have built in RSS capabilities, and standalone RSS readers are available. 
There are also online news readers, allowing you to access your news feeds from any Internet connected computer. 
Popular standalone readers include RSSOwl, while online options include Coogle Reader and Bloglines. 

To set up an RSS reader 
1. Download and install the required software, or create an 

account if using an online reader 
2. Web sites that support RSS will display an orange RSS icon 

somewhere in their page or near the web browser's address 
bar. Clicking on the RSS icon causes the address of the feed 
to be displayed in the address bar-you can tell this has hap­
pened because the address will end in .rss or .xml. 

3. You need to copy this URL and paste it into your news read­
er, using the 'new feed' or similar option. 

4. The feed should appear and automatically display the most 
recent updates to that web site. Every time you open the RSS 
reader, the updates since your last visit will be displayed. 

5. Most news readers let you configure how often they check 
for updates. 
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Figure 1-2 RSS feeds displayed in a news reader 



Strand 1: Social and ethical significance 
Issues of social and ethical significance can arise whenever information technology is used. These issues have social 
impacts - either positive or negative - on stakeholders. Impacts affect stakeholders in a variety of ways including eco­
nomically, legally, and psychologically. Issues of social and ethical significance also raise ethical questions about sys­
tems, such as 'who is responsible if the system fails?' or 'is this an ethical way to use technology?'. Often, a single IT system 
causes several social impacts and raises several ethical questions. The ITGS issues of social and ethical significance are: 

Reliability and Integrity 
Reliability refers to how well a computer system works: if it functions as intended, or fails and crashes. IT failure can 
cause loss of data, time, or money. In the worst cases, failure can even cause injury or death. Integrity refers to the cor­
rectness of data. Data can lack integrity if it is incomplete, out of date, or has been deliberately or accidentally changed. 
Problems may also arise if two copies of the same data are stored and only one copy is updated, causing inconsistency. 

Security 
Security is concerned with protecting IT systems from unauthorised users. Security measures such as passwords, fire­
walls, and locks are used to restrict access to machines and networks. Security is closely related to issues such as privacy 
and integrity, because a security breach in an IT system can cause loss of control over the data stored in it. 

Privacy and anonymity 
Privacy is the ability to control how data about us is used. This includes deciding who we give our data to, who they 
share our data with, how long data is stored, and how the data is used. IT makes covert data collection relatively easy 
and large databases of information can reveal a great deal about people's lives, even if their names are not directly rec­
orded. If a person has total privacy, hiding their identity, they become anonymous. This can be positive (for example, in 
witness protection) or negative (such as a user committing cyber bullying anonymously). Excessive privacy also helps 
hide criminals and terrorists from law enforcement. Finding the right balance of privacy is a big challenge in IT. 

Intellectual Property 
Intellectual property refers to 'creations of the mind', including photographs, films, essays, and art works. Copyright 
law is designed to protect intellectual property from unauthorised reproduction. Modern IT systems make it easy to 
break copyright laws by providing ways to quickly and easily distribute copies of work, with little fear of being caught. 

Authenticity 
Authenticity involves a user proving their identity to gain access to a computer system. The most common examples of 
authentication are the usernames and passwords used to login to many computer systems. Biometric authentication 
using fingerprints or retinal scans is also becoming more common. For transactions across the Internet, digital signatures 
can be used to prove users' identities. 

The Digital Divide and Equality of Access 
IT has not developed at the same rate for everybody in all parts of the world. Even within individual countries there are 
often groups or individuals who lack access to technology or services such as the Internet. Often this is for economic 

Figure 1-3 Information technology is used in many areas of life including transportation, education, exploration .. . 



reasons - IT and its related services are often expensive to buy and maintain. However, lack of literacy or language skills 
(particularly English), a lack of training, or a lack of basic resources such as electricity may also cause problems and cre­
ate a digital divide between the 'IT-rich' and the 'IT-poor'. 

Surveillance 
Surveillance involves using IT to monitor people - either with or without their knowledge or permission. Surveillance 
can be performed by governments and law enforcement, or by private groups such as employers. Surveillance is an in­
creasing issue as world governments search for ways to fight global terrorism and crime. Surveillance is often closely 
tied to the issue of privacy, especially when it is performed without the subjects' prior knowledge or consent. 

Globalisation and Cultural Diversity: 
IT has helped to reduce global boundaries and speed up the global spread of news and culture. This is especially true in 
recent years with the rapid spread of the Internet to even very remote areas of the world. This spread has benefits, but 
may also cause problems such as the erosion, or even complete loss, of traditional cultures, values, and languages. 

Policies 
Policies are rules designed to control the way people use IT. Policies may be designed by individuals or organisations 
such as schools or businesses, or they may take the form of laws created by governments. The fast pace of IT develop­
ment means policies often lag behind reality, as developments allow new ways to use - and abuse - information tech­
nology, before they can be regulated. 

Standards and Protocols 
Standards and protocols are technical rules that designers of hardware and software should follow. They are needed to 
ensure different systems are compatible with each other. For example, the JPEG image standard ensures images created 
by any camera can be opened by any }PEG-compatible graphics program. Similarly, the http protocol ensures web 
browsers and web servers can communicate and exchange information, and the USB standard ensures any USB device 
will work with any USB port on any computer. Without standards, compatibility and interoperability would be difficult. 

People and Machines 
People and Machines concerns the way that humans interact with IT, including physical interaction through user inter­
faces, and our psychological response to IT. For example, many people trust computers intrinsically, and this has conse­
quences when they fail. At the extreme, people may become so reliant on IT as to become addicted. In some cases deci­
sions may be left to technology even though they would be better made by a human. 

Digital Citizenship 
Digital citizenship involves being a good citizen in a digital world. This means using information technology ethically, 
in a way which does not harm other users or their hardware and software. It also means using IT in a way that respects 
the law (for example, with reference to copyright), and in a way that does not expose yourself to danger (for example, 
young children posting personal information on the Internet and being unaware of the possible consequences). 



Analysing ITGS Situations 
When analysing ITGS scenarios, it is important to remember that any IT system can cause several issues of social and 
ethical significance. In turn, each of these issues may cause several social impacts (actual effects on people), and raise 
several ethical questions. Figure 1-4 shows guidelines for analysing the issues of social and ethical significance, impacts, 
and ethical questions. 

Issues of social and ethical significance 
1.1 Reliability and Integrity 
1.2 Security 
1.3 Privacy and Anonymity 
1.4 Intellectual Property 
1.5 Authenticity 
1.6 Digital Divide & Equality of Access 

1.7 Surveillance 
1.8 Globalisation & Cultural Diversity 
1.9 Policies 
1.1 0 Standards and Protocols 
1.11 People and Machines 
1.12 Digital Citizenship 

... lead to impacts and issues ... 

/ ~ 
Social Impacts 

• How did the IT development emerge? 
• Who are the stakeholders-individuals, 

institutions and societies? 
• What are the advantages and disadvantage 

for the stakeholders? 
• What are the social impacts of the IT 

development on human life? These may 
include: 

economic 
political 
cultural 
legal 

environmental 
ergonomic 
health 
psychological 

• What feasible solutions can be applied to 
overcome problems? 

Figure 1-4 Analysing ITGS situations. 

Ethical issues 

• Who Is responsible? 
• Who is accountable? 
• What policies, rules or laws apply to the 

scenario? 
• What are the alternative ethical decisions? 
• What are the consequences of these 

decisions? 

Diagram text adapted from Information technology in a global society guide, Copyright© In­
ternational Baccalaureate Organisation 2010. Used with permission. 

Evaluating Impacts 
A large part of the ITGS course focuses on analysing and evaluating the impacts of IT systems and coming to conclu­
sions about its use-it is not enough to merely describe the impacts of a system. The questions below can help you eval­
uate a situation and come to a conclusion. Not every question will apply to every situation. 

• Are the impacts serious? Are they life or death, or merely an inconvenience? 
• Is the impact a long term of short term impact? 
• Is there an easy solution to the problem? 
• Are all stakeholders affected or just a few? 
• Are the affected stakeholders a large group or a small group? 
• Is the impact a local issue or a global issue? 
• Is it the impact likely to lead to further problems? 

By considering the answers to several of these questions, the importance of the social impacts can be evaluated. 



Introduction 

Analysing the One Laptop Per Child Project 

Analysing 
The One Laptop Per Child (OLPC) project provides cheap 
laptops to children in developing countries. This clearly 
raises the issue of the Digital Divide. Reducing the digi­
tal divide causes several impacts. First, it may produce a 
positive economic impact, if it can improve education 
and stimulate the economy of the country. It may also 
cause a positive cultural impact, as Internet access will 
provide access to a much wider range of educational ma­
terial. However, this cultural impact may also be nega­
tive, as exposure to foreign cultures may erode local ones. 

The issue of the Digital Divide also raises ethical ques­
tions. Responsibility is a key concern-who will be re­
sponsible if the laptops are stolen, or if they break down? 
Who will be responsible for training teachers and stu­
dents to use the laptops effectively? 

Alternative decisions must also be considered-perhaps 
most importantly, whether it is appropriate to spend so 
much money on computer technology in areas that may 
lack clean water, schools, and healthcare. 

Other issues are also raised: Security and Digital Citi­
zenship are concerns, and could have negative impacts 
unless students are trained to correctly use the laptops. 

The OLPC project demonstrates how one example of IT 
has social and ethical significance, positive and negative 
impacts, and raises ethical questions. A range of stake­
holders are affected, including children, governments, 
and the families and teachers of the children, and implic­
itly the manufacturers of the laptop. 

Figure 1-5 The OLPC project provides laptops to governments 
of developing countries 

Evaluating 
The guiding questions on page 6 can be used to evaluate 
the impacts of the OLPC project. 

The positive educational impact of the OLPC is likely to 
be a long term impact, and will affect a large number of 
students, plus their families because the children take the 
laptops home. Improved education is also a very im­
portant as it underlies several other issues facing devel­
oping countries. These factors make this a significant im­
pact. 

The issue of responsibility in the event of theft is im­
portant, however, there are clear solutions to this prob­
lem. The OLPC has anti-theft systems built in, which can 
disable the laptop remotely. This should reduce the im­
pact of theft, reducing it to a short term problem -until 
people realise there is no point stealing the computer. 

The cultural impact is debatable, since it may be either 
positive or negative. The potential erosion of culture may 
affect a very large group of stakeholders, and is likely to 
be a long term effect. However, this may be outweighed 
by the educational benefits that access to the computers 
and the Internet bring. 

The ethical question of appropriateness is also tricky-the 
potential alternative uses of the money (clean water, hos­
pitals, and schools) could help a very large number of 
people, and in quite significant ways, since lack of clean 
water and limited healthcare cause large numbers of 
deaths in developing countries. However, it is also possi­
ble that the OLPC could help address these issues, both 
by improving educational standards-known to have a 
knock-on effect on health-and by raising the countries' 
profiles internationally, which could attract funding and 
support for these other projects. 

As with many issues in ITGS, there is no one correct an­
swer when considering the effects of the OLPC project. 
Answers are likely to vary from person to person, and 
from place to place. The most important skill in ITGS is 
the ability to understand the impacts an IT system has, 
and then evaluate them to come to a well argued conclu­
sion. 



Strand 2: Application to 
specific areas 
IT is ubiquitous - it exists all around us. Laptop comput­
ers, smart phones, and games consoles are obvious exam­
ples of IT in our everyday lives. But IT also exists in many 
other places: in our cars, controlling the engine and brak­
ing systems; in factories, manufacturing products; in air­
craft control systems; and in the banking sector, enabling 
the global financial markets to operate. IT also controls 
many of our essential services, including water and pow­
er distribution. ITGS examines the effects of information 
technology in six specific areas: 

Business and employment-Many businesses make 
heavy use of IT to develop, advertise, and sell their prod­
ucts and services. E-commerce has opened markets for 
even the smallest businesses, allowing them to compete 
on a global scale. Many services such as ticket booking, 
banking, and shopping can now all be done online from 
the comfort of our homes. Many workers can now engage 
in teleworking, enabling people to work from home or 
while on the move. But IT can also cause problems in 
businesses, with security breaches and employee time­
wasting being common concerns. 

Education and training-The availability of vast 
amounts of information for free on the Internet has 
opened up new educational possibilities for many people. 
Sites like Wikipedia allow information, once only availa­
ble in expensive paper encyclopaedias, to be read online, 
for nothing, in dozens of different languages. Formal edu­
cation organisations have also taken advantage of the 
Internet to allow distance-learning, while in traditional 
classrooms many schools are now furnishing teachers 
and students with laptops and Internet access as stand­
ard. Initiatives like the Flat Classroom project1 have even 
been successful in fostering collaboration from class­
rooms across the world. 

Environment-Robotic vehicles are rapidly taking over 
the job of exploring Earth's extreme environments: the 
deep ocean, the polar icecaps, and dangerous volcanic 
craters. Improvements in satellite technology have al­
lowed high resolution mapping of the earth from space, 
while advanced computer models are used to try to pre­
dict the future climate of our planet. Yet technology also 
has a cost for our environment: IT equipment contains 
many hazardous chemicals, and vast, heavily polluted 
dumping grounds in developing countries are a forlorn 
testament to the speed at which technology changes. 

Health-IT has helped advance healthcare in daily tasks 
such as patient record keeping, as well as more unusual 
tasks such as robot assisted surgery. IT also raises several 
health issues, especially among the young, with concerns 
over addiction, injury from excessive use, and the psy­
chological consequences of being in constant contact, 
thanks to social networking, email, and mobile phones. 

Home and Leisure-Our leisure time has been signifi­
cantly changed by developments which let us watch high 
quality films, listen to CD-quality music almost any­
where, and stay in touch with family and friends global­
ly. The increased use of the Internet has led to wide­
spread illegal downloading of copyrighted films, soft­
ware, and music: and the entertainment industry seems 
unable to stop this trend. IT has also changed how we 
receive news and stay in contact with friends: 8 times as 
many people read The New York Times online compared 
to the printed edition, while social network Facebook has 
500 million users, each with an average of 130 friends2 . 

Politics and government- IT is used throughout the po­
litical process: Barack Obama's 2008 election campaign is 
famous for extensively using technology for advertising, 
gathering support, and fund raising. Many of these tech­
nologies had not even existed at the previous election. 
Many countries, including the US, now use e-voting ma­
chines and some are considering allowing citizens to vote 
via the Internet. Once in power, governments are starting 
to use IT to increase efficiency and transparency, and 
allow citizens access to services and information. IT has 
not been embraced by all governments however, and a 
number of regimes across the world routinely restrict 
citizens' access to technology or services such as the Inter­
net. The use of IT in Politics and Government includes 
use by military and police forces, and advancements in 
military robotics often raise ethical questions. 
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Figure 1-6 The business topic covers everything from the trans­
portation industry to online banking 



Strand 3: IT Systems 
Although ITGS focuses on the social and ethical significance of information technology, students need to study the un­
derlying technology as well. The IT Systems part of the course examines how these underlying systems work in order to 
better understand how the systems differ from previous systems, and how they affect society. 

All IT systems take data as input and process it according to programmed instructions into output. All IT systems have 
these three essential components: input, processing, and output. Normally a system will also store the data it processes 
on some form of permanent storage device (see chapter 2), and increasingly data will also be communicated to other 
systems via networks (chapter 4). It is also important to remember that an IT system is not just the hardware and soft­
ware, but also the people who use the system and the data which is processed. All information systems consists of: 

1. hardware to input, process, and output data (figure 1-7) 
2. software to control the hardware 
3. people to use the system 
4. data on which the system performs work Networking 

tf 
Input lc::::::) Processing c::::::)[ Output 
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Figure 1-7 The components of all IT systems 

Technology versus Information Technology 
Students sometimes have difficulty distinguishing between technology and information technology. Figure 1-7 shows 
the key elements that all information technology systems have. For a topic to be relevant to ITGS, it has to have infor­
mation technology at its core. Issues such as DNA cloning, which clearly involve IT but are not a direct result of IT de­
velopments, are not relevant to ITGS. The table below shows examples of ITGS topics and examples of common misun­
derstandings. 

Topic ITGS? 

Increase in online copy- Yes 
right infringement 
(music and films) 

CCTV cameras and pri- No 
vacy 

SmartCCTV Yes 

DNA cloning No 

Internet addiction Yes 

Explanation 

The IT systems involved are personal computers and peer-to-peer networks. 
Without these technologies, the problem would not exist to the same extent. The 
social issue here is intellectual property, causing an economic and legal impact. 

Although CCTV cameras have input (the images) and record it, the computer 
merely records the image. It is the human who performs the 'processing'. 

Smart CCTV involves the computer using Artificial Intelligence (AI) to automati­
cally analyse the video images and look for suspicious behaviour. In this case the 
system processes the images in order to make decisions about them. This raises 
several issues including reliability and privacy. 

Although IT is used by scientists, it is not central to the issue of DNA cloning. IT 
did not cause DNA cloning- scientific knowledge did. DNA cloning also raises 
ethical issues- but again, the issues are not caused by the IT system. 

The Internet is a key information system, allowing widespread spread of ideas 
and communication. Internet addiction is an example of the issue People and 
Machines (how people and computers interact) and is a serious social issue in 
some places. Without the Internet, the issue would not exist. 



Chapter Review 
Key Language 

ITGS Core Terms 
applicati n areas 
thi.cal issues 

ethics 

information technology 
social and ethical significance 
social impacts 

Strand 1-Social and Ethical Significance 
anonymity ergonomic impact 
authenticity globalisation 
compatibility health impact 
cultural diversity integrity 

, cultural impact intellectual property 
digital citizenship legal impact 
economic impact policies 
environmental impact political impact 
equality of access privacy 

Strand 2-Application to specific scenarios 
Business and employment Environment 
Education and training Health 

Strand 3-IT Systems 
input 
networking 
output 

Exercise 1-1 

processing 
RSSfeed 
RSS reader 

Match the terms on the left with the descriptions on the right. 

stakeholders 

protocols 
psychological impact 
reliability 
security 
standards 
surveillance 
the digital divide 
unauthorised access 

Horne and leisure 
Politics and Government 

storage 

1) Privacy A) Refers to creations of the mind which are protected by copyright law 

2) Globalisation B) Regulations governing the way IT can be used 

3) Equality of Access C) Concerns whether hardware and software work as intended 

4) Reliability D) The use of IT to monitor people causes concerns about this 

5) Policies E) These help ensure that files created in one application can open in another 

6) Surveillance F) The difference between those who have access to IT and those who do not 

7) Intellectual Property G) Relates to who data is shared with and how it is used 

8) Standards H) This involves proving our identity 

9) Authenticity I) Protecting computers, networks, and data from hackers 

10) Security J) IT and quicker communication facilitate this 

Exercise 1-2 
Read 5 or 6 news articles from the technology sections of newspapers (see page 11 for suggested reading). Determine 
whether the articles deal with technology or information technology and briefly explain your reasoning. [4 marks] 



Exercise 1-3 
Staying up to date with the latest IT news is essential to success in ITGS. Set up an RSS reader (see page 3) on your com­
puter to automatically fetch the technology headlines from a variety of web sites (a list is given under Further Reading 
in this chapter review). Remember that ITGS covers local as well as global issues, so your local newspapers -online or 
on paper-are also important sources. Find a list of RSS readers on the book support website. 

Exercise 1-4 
Find two ITGS related news articles. Analyse them and describe: the key stakeholders, the IT systems involved, and the 
area of application (Business, Health, Politics, Home & Leisure, Education, Environment). Explain the social impacts 
and ethical issues caused by the technology- aim for a mix of positive and negative social impacts. [6 marks] 

Exercise 1-5 
Use the Internet to research how information technology has changed our society in the last few years. Look for key 
facts and statistics, and link them with ITGS social and ethical considerations on pages 4 to 5. Create a digital presenta­
tion that demonstrates these facts and the ITGS key terms for social impacts. Use any IT tools you want: perhaps a digi­
tal video camera, an online animation creat·or, or a pres~ntation package. [10 marks) 

Exercise 1-6 
Look at the following examples and decide whether they are suitable ITGS topics based on the criteria on page 9. 

a) The use of computer games by the military to train soldiers 
b) The use of web sites or virtual worlds to provide virtual'field trips' to school children 
c) The increased incidence of violence on television 
d) The increased incidence of apparent Internet addiction in some countries 
e) The rise of online crime 
f) The release of a new portable music player 

Exercise 1-7 
Consider the following ITGS situations. Briefly discuss the potential positive and negative impacts for each. Try to use 
the key language on page 6. 

a) The use of software controlled medical devices 
b) The creation of digital copies of famous works of art 
c) The increased use of mobile phones by young people, especially school children 
d) The use of the Internet to cast votes in national elections 

Exercise 1-8 

Search engines like Coogle and Yahoo are our 'window' into the Internet, providing us access to the top ranked sites 
for different topics. What factors might affect a site's search ranking? How do these relate to the ITGS issues of social 
and ethical significance? How might search engines affect our knowledge and understanding of the world around us? 

Further Reading 
The following sites provide useful articles related to ITGS and contain useful background reading which will help wid­
en your understanding of the topics involved: 

BBC News- Technology (http://www.bbc.co.uk/news/technology) 
Sydney Morning Herald (http://www.smh.com.au/technology) 
The Telegraph- Technology (http://www.telegraph.eo.uk/technology) 
The New York Times technology section (http://www.nytimes.com/pages/technology/index.html) 
Wired (http://www.wired.com) 
Science Daily-Computers and Maths News (http://www.sciencedaily.com/news/computers_math) 
The Atlantic- Technology (http:/ /www.theatlantic.com/technology) 
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(':" Chapter 2 

Hardware 
This chapter covers computer hardware- the tangible, physical parts of the computer which work together to input, 
process, store, and output data. Computer hardware comes in many different shapes, sizes, and specifications, from low 
power systems in basic mobile phones to state-of-the-art supercomputers that run simulations of the Earth's environ­
ment. Computer hardware cannot function without software, which is covered in chapter 3. 

Although ITGS is not a Computer Science course, knowledge of hardware is still fundamental to the course. Hardware 
affects both the performance and the way in which IT systems are used. In the most extreme examples, some systems 
may be unusable by some disabled users unless they have specialist hardware or software (which is clearly an Equality 
of Access issue). 

Even if you have experience of hardware from previous IT courses, you should review the concepts in this chapter be­
cause hardware is -literally- behind everything you will learn in ITGS. 

Types of Computer 
Supercomputers 
Supercomputers represent the cutting edge of computing 
technology. They are the largest, fastest, most powerful, 
and most expensive computers available. Supercomput­
ers achieve incredibly high processing speeds through 
multiprocessing, with hundreds or even thousands of 
separate processors working together. Most supercom­
puters will have thousands of gigabytes of primary stor­
age and many terabytes of secondary storage space. Su­
percomputers are easily big enough to fill large rooms, 
requiring significant amounts of power to operate and 
cool them. In some cases even liquid cooling is used to 
keep them operating at the correct temperature. 

Their power means supercomputers are only affordable 
for government facilities or scientific research laborato­
ries, where they are used for tasks involving extremely 
complex and intensive mathematical calculations, such as 
running earth climate models, analysing the effects of 
nuclear explosions, and advanced scientific research. Fig­
ure 2-3 details some of the top supercomputers. 

Mainframes 
Mainframes are also very powerful computers which 
share many features with supercomputers. However, 
while supercomputers are optimised for very high speed 

Figure 2-2 Supercomputers can be used to run computer 
models of car crashes, simulating physical forces and dam­
age. 

calculations, mainframes are optimised for high data 
throughput. This means they are able to read extremely 
large amounts of data from storage, process it, and store 
the results very quickly. The calculations mainframes 
perform are not necessarily highly complex, but their 
sheer volume means a lot of computing power is needed. 
Tasks requiring these capabilities include payroll pro­
cessing, airline reservation management, and banking. 
Banks, for example, process tens or even hundreds of 
thousands of transactions every second, from a variety of 
networked offices, including credit card checks, pay-

2-1 Computer models used to predict climate change require the type of computing power only available in supercomputers. 



.. Hardware 

The World's Fastest Supercomputers 

Rank Name Owner Processor Number of Operating Use 
cores system 

1 Tianhe-1A National Supercomputing Intel Xeon 186,368 Linux Research 
Center in Tianjin 2930MHz 

2 Cray XT Jaguar Oak Ridge National AMDOpteron 224,162 Linux Research 
Laboratory 6-core 2600 MHz 

3 Nebulare National Supercomputing Intel Xeon 120,640 Linux Research 
Centre, Shenzhen 2660MHz 

4 NEC/HP Tokyo Institute of Technology Intel Xeon 73,278 Linux Research 
TSUBAME2 2930MHz 

5 Cray XE Hopper National Energy Research AMDOpteron 153,408 Linux Research 
Scientific Computing Center 12-core 2100 MHz 

Figure 2-3 Supercomputers feature thousands of processor cores to enable extremely fast processing. Source: Top500 Project1 

ments, cash withdrawals, and money transfers. Because 
uptime is critical in mainframes, they usually feature 
redundant failover systems (see page 38). 

Desktop computers 
Desktop computers have fallen significantly in price in 
the last decade, while the amount of available computing 
power has significantly increased. Desktop computers are 
common in homes, offices, and schools because they are 
relatively cheap compared to laptop computers with 
equivalent hardware specifications. Desktop computers 
are also more comfortable to use for long periods of time 
because they have adjustable monitors and separate key­
boards and mice. This can help avoid health issues relat­
ed to poor ergonomics (see page 266). Another advantage 
is that desktop computers use generic parts with stand­
ard interfaces: this makes upgrading and repairing them 
easier than with some laptop computers which have cus­
tom, manufacturer specific, components. This is im­
portant because discarded computer components, known 
as e-waste, are becoming a serious environmental con­
cern (see page 244). 

Home Theatre PCs (HTPC) are desktop computers de­
signed specifically for multimedia entertainment in the 
home, including accessing the Internet, viewing films, 
and listening to music. 

Laptop computers 
The term laptop covers a wide range of portable comput­
ers from those designed for simple Internet access and 
word processing, to those powerful enough to replace an 
average desktop computer. Laptops generally feature a 

standard keyboard (although some omit the numeric 
keypad), an LCD screen of between 14 and 17 inches, and 
a Wi-Fi card to allow wireless access to the Internet. 

When designing laptop computers, heat generated by the 
internal components - especially the processor - is al­
ways a concern. Thin laptop cases provide less room for 
ventilation than desktop cases, and using a laptop on a 
soft surface such as a cushion or a bed can easily lead to 
the case vents becoming blocked and the laptop overheat­
ing. Excess heat also requires additional cooling, which 
consumes more power and decreases battery life. 

Figure 2-4 The NASA Columbia supercomputer, used for ad­
vanced computer modelling and simulation. Columbia has 
10240 processor nodes, 20 TB of primary storage, 440 TB of 
secondary storage, and can perform over 51 trillion operations 
per second. Columbia runs Linux and custom software to per­
form advanced mathematical modelling and simulation of space 
for future NASA missions•. 
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Figure 2-5 An IBM System Z (left) is one of the latest models of mainframe computers, with 
up to 96 processor cores and 3 terabytes (TB) of RAM. The XO Laptop (right) was created by 
the One Laptop Per Child (OLPC) project. It is a low specification laptop with a 400 MHz pro­
cessor 512MB RAM, and 4 GB of secondary storage, and is designed especially for children 
in developing countries. 

Another concern for laptops is the relative ease with 
which they can be stolen or accidentally left behind by 
their owners (on public transport, for example). This 
could have serious security and privacy consequences if 
the data on the laptop is not protected against unauthor­
ised access. For this reason it is a good idea to use securi­
ty measures such as passwords and disk encryption (see 
page 109) on all portable devices. Some laptops feature 
mounting points for cable locks (called Kensington 
Locks) so the computer can be secured to a desk while 
unattended. 

Netbooks 
Netbooks are laptop computers with lower specifications 
than normal, designed for maximum portability. They are 
not designed to be a primary machine for office work, but 
instead to provide access to the Internet and email in a 
convenient and portable way. Netbooks typically have a 
very slow processor, a small amount of RAM, and a 
small, low resolution screen. The benefit of this reduced 

Staying in Sync 
Mobile phones, PDAs, and other portable computers 
often come with software to allow data synchronisation 
with a 'main' desktop or laptop computer. The connec­
tion can take place using a USB cable, infra-red (IrDA) 
or Bluetooth connection, and usually allows emails, con­
tact details, photos and other files to be synchronised 
between the devices. 

specification is lower weight and greatly increased 
battery life - sometimes as much as 9 hours. The hard 
disk may also be replaced with a solid state flash drive in 
order to further reduce weight and power consumption, 
and increase reliability. 

Personal Digital Assistants 
Personal Digital Assistants, or PDAs, are somewhere 
between mobile phones and netbooks in terms of their 
size and functionality. Also called palmtop computers, 
PDAs usually have a larger screen than mobile phones. 
As many PDAs do not have a keyboard, the screen is 
used either for touch input using a soft keyboard, or 
handwriting recognition. In both cases a special pen 
called a stylus is used. Although many PDAs have Inter­
net access, they are best suited to quick viewing or input 
of information rather than long sessions of continuous 
use. Some hospitals are now equipping their doctors and 
nurses with PDAs to allow rapid retrieval and updating 
of patient records, and well as rapid communication be­
tween staff members (see page 256). 

Smart Phones 
Smart phones have more features than merely making 
voice calls and sending text messages. Smart phones usu­
ally include built in digital cameras with the ability to 
record video, sound, and images. Many can also run ap­
plications (or apps) which are downloaded from online 
stores, sometimes for free. These applications usually 

'. 



Hardware 

Lost Laptops 
In 2008 a British Royal Navy officer faced a court martial after his work laptop, which had been left in his car overnight, 
was stolen. The stolen laptop contained the banking, passport, address, and national insurance details for 600,000 peo­
ple2. The implications were frightening: in addition to providing everything a criminal needed to commit identity theft, 
the laptop contained home addresses of serving members of the armed forces, as well as those in the recruiting process 
-information which could be extremely valuable to terrorist groups. 

The loss was not the UK government's first- others include a flash drive detailing 84,000 criminals, including high risk 
offenders (August 2008)5

; details of up to 900,000 Royal Air Force personnel on three flash drives (September 2008) 6
, 

details of 1,700,000 armed forces recruits from a lost hard drive (October 2008)7
, and many other cases8• The biggest loss 

was in 2007 when the Revenue and Customs (HMRC) service lost two unencrypted COs containing the personal data of 
25 million citizens9• 

Such cases highlight the value of personal data and the risks of storing it - especially in portable devices which are easi­
ly lost or stolen. Worryingly, these organisations often had strict rules regarding data security, yet failed to enforce 
them. These failures indicate a need for education- for data subjects, who must be careful which data they disclose and 
to whom - and for data users, who must be trained in proper security procedures. There is also a need for greater con­
trol of data at higher levels of organisations - for example, in the HMRC case, a single employee could download the 
entire database of 25 million records onto a CD -an inappropriately large amount of power for one individual. By tight­
ening security controls throughout an organisation, serious data losses like this could be prevented. 

offer more advanced functions than the contact mangers, 
calendars, and reminder features found on most mobile 
phones. Some perform the same function as a GPS, 
providing maps and directions, allow editing of images 
and video taken with the phone's camera, or provide 
entertainment such as games. Some applications even 
allow the creation of office documents, such as spread­
sheets or word processed documents. To facilitate this, 

smart phones either have full (although small) keyboards, 
or use soft keyboards (see page 19). 

Internet access is standard on smart phones, allowing 
access to the world wide web and email. If the phone 
uses higher speed 3G or 4G technology for Internet ac­
cess, it may also be possible watch streaming video (for 
example TV programs). 

Figure 2-6 Computers come in all shapes and sizes, including PDAs (left), smart phones (centre), and netbook computers (right). 

Exercise 2-1 
Read the description of smart phones on these pages. Describe three technical developments that have contributed to 
the development of phones with these capabilities. [6 marks] 

.. 



Figure 2-7 PDA computers are well suited to maintaining 
calendars, appointments, email, and contacts on the move. 

Embedded systems 
An embedded system is a specialised computer which is 
'hidden' inside another device. Embedded systems are 
found in cars, where they control the anti-lock braking 
and engine management systems; in traffic lights, where 
they synchronise the lights; and in washing machines, 
where they control the wash cycles and manage water 
efficiency. Smaller portable devices like digital watches, 
digital cameras, and GPS systems also contain embedded 
systems. Even smart cards (see page 22) contain very sim-

Exercise 2-2 

Figure 2-8 GPS and satellite navigation systems contain em­
bedded computers 

ple embedded microprocessors and data storage devices. 
Unlike other computer types, embedded computers are 
typically special purpose, programmed to perform only 
one type of specific task. An important aspect for many 
embedded systems is reliability since they are often re­
quired to run for very long periods without restarting. 
Many embedded systems are also real-time systems, 
meaning that they have to provide immediate output. 

Use the Internet, manufacturers' web sites, and advertisements to find examples of different computer types: desktop, 
laptop, PDA, handheld, smart phones, and supercomputers. 

Create a table that compares the major specifications of each type. Include at least: the number of processors, processor 
speed, RAM, hard disk capacity, and cost, using the correct units for each. 

Exercise 2-3 
Convergence is the idea that computers today can perform tasks that were once performed by many separate devices. 
One simple example is modem games consoles that can now play games, play DVD or Blu-ray films, and allow access 
to the Internet: each of these tasks used to require a separate piece of equipment. 

Take your mobile phone as an example. Is it an example of convergence? What tasks can you perform using it? How 
did you perform these tasks before mobile phones had these capabilities? Explain your answer. [4 marks] 

Exercise 2-4 
The IT industry is known for its rapid pace of development, with new products continually being released, each claim­
ing to be better than its predecessor. New computers have faster processors, higher capacity hard disks, and more 
RAM. New phones have additional features and faster network connections. Yet this rapid development comes at a 
price: each year thousands of tonnes of old electronics are unsafely discarded, threatening the health of people and the 
environment. Heavy metals in dumped equipment leach into soil and ground water, and workers dismantle equip­
ment in dangerous conditions in developing countries. 

What can be done about this problem? Safely recycling electronic waste is expensive- who should be responsible for 
paying this price- the manufacturers, the customers, or somebody else? Discuss possible solutions. [8 marks] 



Input Devices 
Input devices are items of hardware that allow entry of 
information into the computer. This information may be 
text, images, sound, or even movements. Typically input 
devices are specialised to enter one type of information. 
Some are designed especially to help users with disabili­
ties use the computer, helping to create equality of access 
for these users (see page 29). 

Keyboards 
Most computer users are familiar with the standard 
QWERTY keyboard that is present on virtually all laptop 
and desktop computers. Despite dating back to typewrit­
ers in the 1870s, the keyboard layout has changed very 
little over the years. 

Some alternatives to QWERTY keyboards have been cre­
ated: Dvorak keyboards use a completely different lay­
out which is claimed to increase typing speed by rear­
ranging commonly paired letters. There are also varia­
tions of QWERTY that swap a small number of the keys, 
especially in Eastern Europe and in Asia. 

Multimedia keyboards are standard QWERTY key­
boards with additional 'hotkeys' for opening common 
applications like web browsers or media players. A very 
common enhancement to a standard QWERTY keyboard 
is the inclusion of a 'Windows key' on most PCs - this 
quickly brings up the Start Menu in Microsoft Windows 
and can also be used to perform specific shortcuts such as 
locking the computer or showing the desktop. 

Laptop computers often feature a special function key 
(often labelled 'Fn') which is used in conjunction with 
other keys to control features like the sound volume, 
screen brightness, or use of an external monitor or projec­
tor. 

Concept Keyboards 
On a concept keyboard (see figure 2-11) each key is pro­
grammed to perform a custom function. Typically there 
are no pre-set keys such as numbers or letters - instead, 
each key performs one compound task. Concept key­
boards are useful in situations where the user needs to 
make a quick selection of choices from pre-set options, 
but does not need to regularly enter text or numeric data 
manually. They are often used in restaurants to enter the 
items a customer has purchased. In this case, each key 
can be programmed to represent a different item - one 
key for a hamburger, one key for fries, one key for a soda, 
and so on. This allows the operator to make rapid input 
from a variety of pre-set choices. 

Hardware -

Figure 2-9 Multimedia buttons allow quick access to addi­
tional functions 

Soft keyboards 
A soft keyboard (also called a software keyboard, on­
screen keyboard, or virtual keyboard) is a keyboard that 
is represented by a series of buttons drawn on a monitor 
or screen. The user select options using a pointing device 
like a mouse, or a touch screen. A soft keyboard uses a 
combination of hardware (the monitor or touch screen) 
and software (the program that displays the options). 

Soft keyboards are useful because they can be more acces­
sible than regular keyboards - for example, the size of the 
keys can easily be increased for users who have difficul­
ties with small keys, and the language of the keyboard 
can be changed much more easily than with a hardware 
keyboard. They are also useful for small devices such as 
PDAs and smart phones, where it is not possible to in­
clude full sized keyboards - or even any keyboard at all. 

Even on desktop and laptop computers, soft keyboards 
can be useful in security conscious environments. Some 
banks use soft keyboards on the login pages of their 
online banking web sites to reduce the risk of key logging 
attacks (see page 94). 

Mice 
A mouse is the standard pointing device on most desktop 
computers. A typical computer mouse has two buttons 
and many also have a scroll wheel in the centre to per­
form tasks like scrolling through documents or web pag­
es. Some have additional buttons in the middle or around 
the side, which can be programmed to perform customi­
zable commands (such as a sequence of key presses in a 
game). 
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Seleccione el nivel de contraste del teclado: 

Figure 2-10 A virtual keyboard used by an online banking site. 
The positions of the keys are randomized to prevent spyware 
from capturing passwords. 

Trackballs 
A trackball consists of a relatively large ball which is 
fixed in place so that the user can spin it around, control­
ling a pointer on the screen. One of the advantages of 
trackballs over mice is that they do not move across the 
desk, which makes them ideal for use in areas where 
space is tight. For this reason, some early laptops had 
trackballs, and some recent models of mobile phone also 
include them. A trackball can also be built-in to a com­
puter system easily, making it hard to detach or steal 
(unlike a mouse). This has made them popular in some 
computer kiosks which are used in public areas. 

A trackball can be much more usable than a mouse for 
people with movement difficulties in their arms or hands. 
Since using a trackball requires only movement of the 
thumb or fingers, they can make computers accessible to 
people who are unable to move a mouse across a desk. 
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Figure 2-11 A concept keyboard that might be used in a res­
taurant to speed up the entry of orders 

Touch pads 
Touch pads are common input devices on laptops, where 
there is usually not enough space for a mouse. As well as 
moving the pointer by tracing their finger across the 
touch pad, users can also use bars at the side to scroll text 
on the screen. Multi-touch touch pads allow more com­
plex actions to be performed using several fingers - for 
example, moving two fingers away from each other to 
zoom in. 

Touch screens 
Touch screens allow users to interact with computers 
using their hand or a specially designed pen called a sty­
lus. Touch screens are often used in airports for passen­
gers to complete self-check-in procedures, or in self­
service photo kiosks. Automatic Teller Machines (ATMs) 
in banks also frequently use them .. 

Figure 2-12 Two common input methods-a trackball (left) and touch screen with stylus (right) 



Figure 2-13 Touch screens often use a stylus pen for input, 
and are common on mobile devices where there is no space 
for a regular sized keyboard. 

Touch screens are also useful on small portable devices 
such as mobile phones. Many mobile phone operating 
systems now include support for multi-touch-being 
able to control the device using a single finger or making 
complex gestures using multiple fingers. 

Microphones 
A microphone allows sound data to be input into the 
computer. Many laptops have microphones built in to 
them, and external microphones can also be used. Micro­
phones are often used with video-conferencing and Voice 
over IP (VoiP) software. This lets users talk - often with 
video too - between two computers over the Internet -
usually for much less than the cost of a telephone call. 

Once sound has been recorded, it is merely a collection of 
digital data - the computer does not 'understand' the 
meaning of the sounds. To recognise the words being 
spoken, voice recognition software is required. This al­
lows a person to dictate words into a word processor to 
write a document, rather than typing. The software 
breaks down the recorded sound into parts, tries to match 
them with the sounds of letters and words, and then pro­
duces the corresponding character on the screen. 

Voice-control software is similar except the user speaks 
commands to the computer operating system (e.g. open 
word processor or delete file). Voice recognition and voice 
command software are not always useful in busy, noisy 
work environments, but they can be useful for users who 
are unable to type, perhaps due to injury or disability (see 
page 29). 

Figure 2-14 Self-service check in machine at London's 
Heathrow airport. Using a touch screen and a software key­
board, machines like this can easily switch between several 
different languages and provide accessibility options. 

Game controllers 
Joysticks and game pads are two common input devices 
used by games players. There are many different configu­
rations available that include a variety of buttons and 
features. More exotic input devices include steering 
wheels and pedals for driving games, musical instru­
ments, and dance mats on which the user stands and con­
trols the game by moving their feet. 

One of the more unusual game controllers in recent years 
is the controller used by Nintendo's Wii games console. 
This controller is held in the hand in mid-air, and internal 
motion sensors interpret the user's movement into ac­
tions in the game. If the user holds the controller and 
moves their arm in a golf-style swing, the character on 
screen will mimic their movements. These types of con­
trollers are used in a variety of games including golf, 
bowling, and boxing - where the user punches the air in 
front of them to make their virtual character fight on 
screen. 
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Figure 2-15 An assortment of input devices used for gaming. 

Barcode scanners 
A barcode scanner uses a laser to shine light onto a bar­
code label. The thickness of the lines and the spacing be­
tween the lines on the barcode determine the amount of 
reflected light. This is then interpreted as a number by the 
barcode scanner. Barcodes are most commonly used on 
items in supermarkets but they also have other applica­
tions such as identifying packages that are sent by courier 
firms. UPC (Universal Product Code) is one standard 
which defines how a barcode stores its information. Page 
23 explains how barcodes work in more detail. 

Magnetic Stripe Readers 
Bank cards, credit cards, hotel key cards and some fre­
quent traveller cards feature a magnetic stripe on the 
reverse side, and in many places tickets for public 
transport now use the same technology to process pas­
sengers through automated gates, and to reduce fare 
dodging. These magnetic stripes store a small amount of 
data which is read using a magnetic stripe reader. 

Although magnetic stripes are often considered relatively 
secure, it is possible to purchase stripe writers to alter the 
data on such cards. This can be done to create a clone of 
an existing bank card which might be indistinguishable 
(to a computer) from a genuine card. The clone card 
could still be spotted by a person because it would lack 
the colours, logo, ~;ecurity holograms and signature of a 
genuine card. 

Exercise 2-5: Healthy Computer Gaming? 

Smart cards 
Smart cards are plastic credit card style cards that differ 
from normal 'dumb' magnetic stripe cards by having a 
higher storage capacity and an embedded processor. The 
processor is powered on when the card is inserted into a 
smart card reader; the processor then controls access to 
the data stored on the card. This allows the data to be 
encrypted for increased security. 

Smart cards are frequently used in bank and credit cards, 
and related electronic cash systems such as public 
transport or loyalty card systems. Some governments 

Figure 2-16 Cards for public transport systems, like 
Oyster card, often use embedded RFID chips. 

Some people have claimed the new generation of motion input devices and games consoles can help 
young people improve their fitness. Some schools have even bought games consoles for their PE depart­
ments. Research the use of these devices. Analyse the benefits and problems. Do you think the benefit is 
significant? [8 marks] 
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How Barcodes Work 
Barcodes are used in supermarkets to identify different types of products. This speeds up many processes in the 
supermarket, from customer purchases to managing stock levels. 

Each product of the same type (for example, every 1litre bottle of water from the same manufacturer) is given the 
same barcode. The barcode contains a unique identification number to identify that type of product-it does not 
contain any other data about the product, such as a description or the price. The barcode number is used to re­
trieve data information from the supermarket's database, as explained below. 

5 

Step 3-Find the product's data 
The barcode only contains a unique product 
identification number-it does not contain the 
price of the product or any other information. 
To retrieve this data, the barcode num-
ber is used to search the product data-
base. 

Step 1-Scan the barcode 
A barcode reader scans the barcode using a laser. The amount of 
light reflected back is interpreted as different numbers by the com­
puter. 

Step 2-Verify the barcode 
The last digit of the barcode number is a check digit. This helps 
the computer determine if the barcode has been scanned correctly. 
Page 157 explains how check digits work. 

Product Code 

590123412345-7 

977147396801-2 

750105453010-7 

Item Description Price Stock 

Mineral water 1litre $0.95 108 

Eggs (12) $2.29 54 

Milk semi-skimmed 0.5 litre $1.25 12 

590123412345-7 Mineral water 1litre $0.95 

Step 5-Retum the product's data 
Once the product's record is found, the number of items in stock is decreased and the product's description and price 
is returned to the Point of Sale (POS). 

Advantages 
Using barcodes and a database like this has several advantages: 
• Prices can easily be changed simply by changing a single database field. No barcodes need to be changed. This 

saves time and reduces the chances of mistakes. 
• Supermarkets can easily keep track of stock-each time an item is scanned, the 'quantity' field in the database 

can be reduced by one. 
• Automatic stock ordering can be performed if the quantity of an item drops below a predetermined level. This 

reduces the chance of the supermarket running out of stock. Advanced systems can even order more items de­
pending on variables such as the weather or time of year-for example, ordering more ice cream during a heat 
wave, or more drinks during the holiday period. 
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Figure 2-17 MICR is frequently used on cheques because it can be read by both people and machines. 

issue smart cards as identity cards, which can also be 
used for authentication when claiming services such as 
health care, or when voting. Although smart cards are 
more expensive than regular plastic cards, they reduce 
costs for many operators by reducing fraudulent transac­
tions. 

Normally a smart card contains a unique identification 
number which can then be used to access a database for 
further details related to the card. For example, swiping a 
smart card at a subway station will access a central 
transport database, and record the card's number and the 
time and location of the journey. Depending on the sys­
tem the amount of money remaining for future travel 
might be stored on the smart card or the central database, 
or both. 

Optical Mark Recognition 
Optical Mark Recognition (OMR) is an input method for 
speedily reading and counting multiple choice style an­
swer papers. If you have ever taken a multiple choice test 
like the US SAT, or filled in lottery tickets, your work has 
probably been checked by an Optical Mark Reader. An 
OMR system uses reflected light to determine whether or 
not a mark exists in a box on a piece of paper, and then 
tallies the results. 
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Magnetic Ink Character Recognition 
Magnetic Ink Character Recognition (MICR) is a spe­
cialised technology that uses ink containing iron particles, 
making it magnetic. MICR text is written in a special font, 
making it human-readable, while the varying amounts of 
iron in each letter allow the computer to differentiate 
them. Probably the most common use of MICR is on the 
bottom of cheques. 

Scanners 
A scanner is a device for digitizing a piece of paper. A 
digital image of the paper being scanned is stored as a 
standard image file GPEG, TIF, PNG). This happens even 
if the page being scanned contains text. The resolution of 
the scanner, measured in DPI (Dots Per Inch), deter­
mines the quality of the image produced-this is particu­
larly important when scanning photographs for digital 
archiving. Modern photo scanners might have maximum 
resolutions around 4800 dpi. Page 127 describes DPI and 
PPI in more detail. Many scanners come with OCR 
(Optical Character Recognition) software to convert a 
scanned image containing text back into 'normal' text 
which can be edited in a word processing program. Typi­
cally OCR software will not work well, if at all, with hand 
written text. 
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Figure 2-18 Scanning technologies: Optical Mark Recognition recognises pen and pencil marks as they are placed in the boxes-the 
numbers are there for the human to read-the computer determines the answer by the position of the box on the page. 



Sensors and Probes 
Sensors are used for measuring some aspect of the physi­
cal world, such as humidity, temperature, light, or pH 
Such data is typically analog data (continuous data), so it 
needs to be converted to digital data before it can be pro­
cessed or stored by a computer. An Analog-to-Digital 
Converter (ADC) does this task. Sensors are useful for 
collecting data at regular intervals without human inter­
vention: for example, measuring the temperature every 
ten minutes for many hours. They are also useful in situa­
tions that are too dangerous for humans, such as monitor­
ing the activity of an active volcano. The Spirit and Op­
portunity robots designed by NASA used a variety of 
sensors for recording data about the surface of Mars, and 
sending it back to Earth. Page 238 contains more details 
about Data Logging. 

Digital cameras 
Digital cameras and digital video cameras have gradual­
ly replaced film models over the last decade. Although 
many digital cameras could be considered computers in 
their own right, they are also a useful way of inputting 
image, video, and sound straight into a computer. This 
can be done using a USB or FireWire connection, or by 
putting the camera's memory card into a card reader in 
the computer. Page 34 describes the types of memory 
card available. 

Web cams 
A web cam is a relatively low resolution video camera. 
Many modern laptops have web cams built into their 
screens, and external models can also be bought. Web 
cams are normally used to record the computer user, of­
ten for the purposes of video conferencing. Some ven­
dors also sell software that allows web cams to be used as 
cheap security cameras, with the computer being used to 
record and monitor activity. 

Radio tags 
Radio tags are used for locating or tracking objects. They 
emit Very High Frequency (VHF) radio signals which can 
be picked up and located by a receiver. Radio tags are 
frequently used to track wildlife, especially endangered 
species, by attaching the tag as a collar or a leg ring. The 
advantage of using radio tags to track animals is that the 
technology has a relatively long range and allows animals 
to be monitored without disturbing them. Radio tags can 
also be used in combination with the Global Positioning 
System (GPS) to generate alerts if tagged animals enter 
certain areas - for example, farm land. This can allow 
wildlife managers to deal with the animal before it causes 
a problem. 

Hardware\ 

Figure 2·19 A wolf in Yellowstone National Park is tracked 
using a radio tag collar (top}. Radio tags can also be used to 
track animals in the ocean (bottom}. 

Radio Frequency Identification 
Radio Frequency Identification (RFID) is a technology 
which some people believe will replace barcodes in the 
near future. An RFID system consists of two components: 
an RFID tag which is attached to the surface of an item 
(or sometimes even inside it), and an RFID reader to que­
ry the tag and retrieve its information. RFID tags have a 
greater storage capacity than barcodes and are contact­
less - that is, the reader does not have to be very close to 
the tag and it does not require line of sight to the tag. 

A major application of RFID tags is in supermarkets. Indi­
vidual pallets of goods are tagged as they leave the man­
ufacturer, allowing them to be tracked to the warehouse, 
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Figure 2-20 Uses of RFID tags. Top to bottom: in a passport; in 
groceries; embedded in animals to aid identification; in a car flap 
which opens only for a specific animal, using a tag in its collar. 

and ultimately to the shelf. This has great benefits for 
efficiency and loss reduction. Tagging of individual 
items, such as clothes, also has benefits, such as allowing 
workers to stock shelves more effectively and ensure 
goods are always available. For example, an employee 
scanning a shelf visually might notice that only half the 
stock of jeans has been sold-but an employee using an 
RFID scanner can quickly determine which size and col­
our jeans are missing, ensuring a variety of products is 
always on the shelf. 

Other applications of RFID include implanting the chips 
into the skin of pets to enable their identification: the 
RFID tag can contain the name, address, and contact de­
tails of the owner, unlike a barcode which can contain 
very little information (and would be easily lost if 
attached to an animal!). Additionally, the RFID tag can 
store the details of the animal's vaccinations - essential 
information when trying to import animals into other 
countries. An embedded RFID tag has the advantage that, 
unlike paperwork, it cannot be lost or easily forged . 

RFID is also being used in new passports issued by many 
countries, including the US and the UK. The RFID chip is 
designed to speed up the passport control by allowing 
the passport to be read from a greater distance, and im­
prove security by allowing biometric data to be stored. 
Page 293 discusses the use of such passports. 

Concerns about RFID 
RFID has also raised some concerns. The ability to make 
extremely small tags-similar in size to a grain of rice­
raises worries about privacy, surveillance, and the possi­
ble surreptitious tagging of items. The ability the embed 
tags within objects, rather than on their surface, and the 
relatively large reading distance of RFID readers, increas­
es these concerns. 

Because each individual RFID tag is unique, it also allows 
tracking of individual items-or the people buying those 
items. For example, a tag embedded in a product could 
be read by RFID readers in the shop's shelves. The shop 
owners could then view the path the customer takes 
through the shop - including the other products they stop 
at, pick up, or buy. Over time a complex record of cus­
tomer activity can be built up, enabling the shop to devel­
op much more advanced product placement or targeted 
advertisements. A tag in a long lasting item such as a pair 
of shoes could even allow tracking over multiple visits. 
However, there is no evidence that any of these tech­
niques have been used yet. 



Input devices of the future? 
The decreasing size of mobile devices often makes it diffi­
cult to input data using a conventional device like a mouse, 
keyboard, or even a touch screen. 

One solution, designed by researchers at Microsoft and 
Carnegie Mellon University, is the idea of Skin Input, or 
Skinput. This system uses a small projector to project imag­
es of menus and options directly onto the hand or arm sur­
face. The user taps the appropriate option and the Skinput 
system detects the choice by measuring the inaudible sound 
waves that travel through the skin and bone when the arm 
is tapped. With training, the research team claimed over 
90% accuracy in detecting correct taps to the skin 10

• 

The team believe the technology will be useful for a variety 
of small devices including MP3 players. 

Output Devices 
Output devices are any items of hardware that the com­
puter uses to present data to the user. Like input devices, 
output devices can output text, images, video, sound or 
other types of data. Even movements can be output using 
robotic arms. 

Screens 
Screens are one output device found in almost all com­
puter systems. CRT (Cathode Ray Tube) displays are the 
big, deep, monitors that used to be used on almost all 
desktop computers. They have now been almost com­
pletely replaced by LCDs (Liquid Crystal Displays). 

LCD displays are generally cheaper, thinner, lighter, and 
produce higher quality images than CRT displays. Their 
small size is useful when displays need to be wall mount­
ed, used in confined spaces such as in instrument panels, 
or in portable devices such as music players. 

LCD screens have a native resolution, which refers to the 
fixed number of dots that make up the screen. Although 
an LCD can display an image in different resolutions, the 
image will be scaled to match the LCD's native resolu­
tion. For this reason, the best image quality is obtained 
when using an LCD at its native resolution. 

If data needs to be shown at a much greater size than 
CRT or LCD will allow, a projector can be used. These 
are often used when data needs to be presented to a large 
audience, such as in a classroom or a business conference. 
Some classrooms make use of interactive whiteboards­
a combination of projector and touch screen (see page 
227). 

Figure 2-21 A user selects from menu options projected onto 
their hand using the Skin Input system. (Image courtesy of 
Microsoft Research and Carnegie Mellon University) 

Speakers 
Speakers come in many forms, from simple ear phones to 
complex multi-speaker arrangements. As well as enter­
tainment purposes, speakers have essential functions in 
other areas. In busy environments where a person must 
absorb a lot of information at once (such as an aircraft 
cockpit), some feedback can be given as audio output, 
either as beeps or as a human voice. This is especially 
useful in emergency situations where sound is more like­
ly to be noticed than flashing lights or displays. 

Figure 2-22 Sound output is often used in aircraft cockpits. 



Printers 
Printers produce hard copies of documents and files. 
Printers vary in how they produce an image, which has a 
direct effect on the quality of the printout and the cost of 
the printer. The speed of a printer, expressed in pages per 
minute (PPM) may also be an important factor when 
considering a purchase. 

Years ago dot matrix printers were very common. They 
created an image by hitting the paper through an ink­
ribbon with a series of pins to form a shape, similar to a 
typewriter. As a result they were incredibly noisy and 
quite slow. Dot matrix printers are generally obsolete 
now. 

Much more common are inkjet printers, which work by 
squirting ink onto a page through a series of nozzles. The 
quality of the printer can be measured by the number of 
dots per inch (DPI) that the printer is able to produce. 
Some printers, often sold as photo printers, have a higher 
DPI and are capable of very high quality printouts when 
using the correct ink and special paper. Page 127 discuss­
es DPI in more detail. 

Laser printers produce higher quality printouts than 
inkjet printers but are also more expensive, especially 
colour versions. They often print at up to 40 ppm. 

Figure 2-23 Printers come in many forms: inkjet printers (left) are often used with desktop computers as they offer good value for mon­
ey; laser printers (middle) offer faster print speed and higher quality; specialised art printers (right) are used for larger print sizes and 
professional quality. 

Ethics: running costs and environmental costs 
Running costs should also be considered when purchasing a new printer. 
Some modem inkjet printers are so cheap that it can be less expensive to 
replace the printer than buy a new set of ink cartridges for it! This is espe­
cially true if the printer requires you to replace all inks at once rather 
than allowing you to replace individual colours as they run out. The use 
and replacement of ink also brings environmental concerns: of the 700 
million ink cartridges used in the US each year, 95% are discarded in 
landfill sites. This clearly has a huge impact on both disposal sites and in 
terms of the resources needed to manufacture new cartridges (each car­
tridge requires 2 V2 ounces of oil to manufacture)3• 

Figure 2-24 Millions of empty ink cartridges 
are thrown away each year. 



Computer Access for Disabled users 
Computer systems which can be used by users with disabilities are 
said to be accessible. User disabilities can include hearing prob­
lems, mobility problems, and vision problems. 

Vision impaired users 
Vision impaired users have a variety of options, depending on the 
severity of their disability. Users with partial sight might find the 
screen magnification, large pointer, and high contrast options 
helpful. If users have difficulty seeing the components of the screen 
(such as the mouse pointer), using a microphone and speech con­
trol software might assist with input problems. Similarly, text-to­
speech software can be used to read out loud the contents of the 
screen. Windows and MacOS both feature basic text-to-speech utili­
ties. 

A blind user might also use a Braille keyboard to input text. Rather 
than simply placing Braille dots on a standard keyboard, a Braille 
keyboard uses a small number of keys that can be pressed in differ-

, ent combinations to produce the letters of the alphabet. Braille 
· printers are also available, which produce documents using the 
Braille system of writing by impacting the paper to raise small 
bumps. 

Mobility Problems 
Users with mobility problems in their arms may find a trackball 
more useful than a mouse because it requires less arm dexterity to 
use. Software utilities such as sticky keys can also help because 
they allow keys (for example the shift key) to be 'stuck down' after 
pressing, rather than requiring the user to hold down multiple keys 
at once. 

Head control systems use a web cam and special software to track 
the movement of the user's head and convert this into pointer 
movement. Some hardware and software developers are taking this 
system a step further and attempting to implement eye tracking 
software to follow the movement of a user's eyes around the 
screen, with the cursor following their gaze. Input switches are 
pads that can be pressed with the user's hands, feet, or even head 
in order to input data. In many cases they are relatively large and 
padded, as they are designed for users with limited control over 
their movements. 

If a user has severe mobility difficulties and speech problems, there 
are still input options. A head wand can be worn and used to 
touch keys or switches. Sip and puff input devices allow the user 
to control a computer literally by blowing or sucking on a small 
plastic tube. The change in air pressure is then read by the comput­
er and interpreted as a command. This can be extended to measure 
the strength of sips and puffs, for example strong and weak. 

Hardware b. 
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Figure 2-25 Screen magnification tools enlarge the 
area of the screen around the pointer (top); inverted 
colour schemes are easier to read for some users 
(middle); a disabled computer user casts a vote 
using a head wand (bottom). 
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Processor Technology 
Microprocessors 
At the centre of all computers is a processor (also called a 
Central Processing Unit (CPU) or a microprocessor). The 
processor is responsible for performing all instructions 
and tasks that the computer does. Instructions (software) 
are loaded from secondary storage into RAM and then 
the processor executes each of these instructions one by 
one. The speed of the processor determines how quickly 
tasks can be completed. 

One of the main concerns computer manufacturers have 
about the processor is keeping it cool. Processors generate 
a large amount of heat and without cooling they can 
quickly overheat and even melt. Most desktop and laptop 
computers use a metal heat sink to dissipate heat, with a 
fan on top to draw air over the metal and improve cool­
ing. Higher end computers such as supercomputers may 
even use liquid cooling to maintain low operating tem­
peratures. 

Clock Speed 
The speed at which a processor executes instructions is 
called the clock speed and is measured in Megahertz 
(MHz) or Gigahertz (GHz) (and perhaps in the future, 
Terahertz (THz)). The higher the clock speed, the more 
instructions a processor can perform in a given period of 
time. 

However, comparing the clock speeds of processors from 
different companies is not always useful since on some 
processors some instructions may a different number of 
clock cycles to complete. Thus, a processor with a lower 
clock speed can sometimes be faster than a processor 
with a higher clock speed. 

Increasing the clock speed of a processor also increases 
the amount of heat it produces. This can be a problem 
even for desktop computers, but is a particular issue for 
smaller devices such as laptops and mobile devices. 

Some manufacturers design their processors with varia­
ble clock speeds, which reduce when the processor is 
under less load and increase when the processor is being 
heavily utilised. This speed throttling saves power and 
reduces heat output when the computer is idle. 
,---~------------·-------------------------------~ ' \ 

1 Common Mistake ! 
: A common mistake is to refer to the computer box that I 
I I 

: sits under your desk as the 'CPU'. In fact the best term 1 
! for this is the 'system unit'. CPU refers only to be pro- l 
j cessor inside a computer. 
\ ) 
'------------------------------------------------~ --

Figure 2-26 The underside of a microprocessor (top). The gold 
pins are used to provide a connection with the motherboard. 
The top side of the processor with a heat sink attached (bottom). 
The heat sink's fins increase the surface area to aid cooling. 

MIPS 
MIPS (Millions of Instructions Per Second) is another 
measure of processor performance. Like clock speed, 
MIPS figures should be used with caution because it is 
possible to quote misleading figures based on instruc­
tions which execute the quickest, rather than those that 
represent real life computing tasks. 

A modern desktop computer might have a processor run­
ning at between 2 and 3 GHz and capable of performing 
about 50,000 Million Instructions per Second. 

Multicore processors 
Increased processor performance can also be achieved by 
adding additional processor cores. Each core is capable of 
running an individual program thread at once, boosting 
performance. While computers with only one core give 
the appearance of performing more than one task at once 
using multi-tasking (switching rapidly between running 
programs), multicore computers can truly run more than 
one task at the same time. Multiple cores can also work 
together on the same task to get the job performed in less 
time. Multicore processors offer huge performance bene-
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fits, especially when software is designed to take ad­
vantage of this approach. Dual core, quad core, and even 
eight core processors are becoming more common. 

Motherboards 
The processor connects directly to the computer's moth­
erboard, which in tum provides ports and connections 
for all other parts of the system. The motherboard also 
has slots for the RAM, connectors for hard disks, slots for 
attaching expansion cards like video cards or sound 
cards, and connectors for the mouse and keyboard. Many 
modem motherboards also have built-in video and sound 
capabilities, so they feature connectors for monitors and 
speakers as well. 

~ Power Optioru l- '0~· 

Advanced seft~--

Selec.t the power plan that you want to customize, and 
then choose settings that reflect how you want your 
computer to manage power. 

[ Power~~~~-IActive] ................. =:·:~:~~-3 
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1:::r Minimum processor state 
On battery: S% 
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(f.l Multimedia setting~ 
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Figure 2-28 Modern processors allow you to reduce 
their clock speed to lower power consumption when 
they are idle and increase laptop battery life. 

,------------------------------------------------,, I I 

Common Mistake: Multitasking l 
A processor cannot perform more than one instruction ! 
at a time. When you are using a word processor, listen- : 

I 

Figure 2-27 A typical computer motherboard 

· Quad-core: 4 times quicker? 

ing to music, and running a web browser, your comput- ' 
er' s processor is switching between each of these tasks 
very quickly - far quicker than you could notice. This 

l typ of system is known as multi-tasking. To truly per­
! form multiple tasks at once, a multicore system can be 
: used. \, ____________________________________________ , 

It is not true that a dual-core processor will double a computer's performance, a quad-core processor will quadruple it, 
and so on. Although multicore systems offer large performance gains, the relative gain drops as more cores are added. 
There are two main reasons for this: 

Sequence: many tasks cannot be completed in parallel - there are some parts which must be completed before other 
parts can be attempted. This may leave some cores idle, waiting until a separate part of the task is finished. 

Organisational overhead: many consumer-level multicore systems have one area of RAM, shared by all cores. This 
causes an overhead as each core must wait in tum to access the RAM and other devices like secondary storage. High 
end systems like supercomputers alleviate this bottleneck by having dedicated memory areas for each processor. 

Consider this example: if you had to write a 1000 word English essay about Shakespeare, you might be able to complete 
it in 2 hours. If you had a friend to help, you could probably write it together in 1 hour. But if you had three friends to 
help you, would it be possible to write the essay in 30 minutes? What if there were 120 people? Could the essay be 
written in one minute? Certainly not - for two reasons. Firstly, the work would need to be divided between each per­
son, deciding who writes which section, and then recombined later (this is organisational overhead). Secondly, not eve­
ryone would be able to write the essay independently -each paragraph depends to an extent on the one before it; simi­
larly with each sentence; and certainly if we want to write something which makes sense, each word depends on the 
preceding word. So writing an essay is a task which does not lend itself to parallelism-it is sequential. 
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Storage devices 
Storage devices are used to store both the data that a 
computer system processes and the software programs 
that tell it how to process that data. Storage devices differ 
according to their storage capacity, their physical size, the 
speed at which data can be accessed, and whether they 
store data temporarily (volatile storage) or permanently 
(non-volatile storage). 

Primary Storage 
Primary storage refers to the high speed, electronic 
memory found inside a computer. Primary storage is the 
only storage that the processor can access directly be­
cause it is connected directly to the bus on the mother­
board. This makes primary storage much faster than sec­
ondary storage. (Although hard disks are inside the com­
puter system unit, they are still considered secondary 
storage because they are not directly connected to the 
processor). 

Random Access Memory 
Random Access Memory (RAM) is a temporary (volatile) 
storage area for programs and data that are being used in 
a given moment. When a program or piece of data is first 
needed, it is loaded from secondary storage into RAM. 
The processor then fetches the instructions and data from 
RAM, executes them, and saves the results back to RAM. 
Because RAM loses its contents when the power is re­
moved (i.e. it is volatile), you must save your data to sec­
ondary storage before turning off your computer. 

RAM exists in relatively small amounts compared to sec­
ondary storage (a few gigabytes compared to hundreds of 
gigabytes). This is because RAM only has to store the 
program and data being used at any given moment, 
while the secondary storage holds all programs and data, 
even if they are not currently being used. 

Figure 2-29 RAM chip from a typical 
desktop computer 

,------------ - --- ---------------------------------~, I I 

l Common Mistake ! 
l The word 'memory' is typically used to refer to ! 
! primary storage - RAM or ROM - not to sec- I 
I I i ondary storage like hard disks. Thus it is usual-
' ly incorrect to say 'My files are using a lot of 
I
I 
1 

memory' when you probably mean 'My files 
! are using a lot of storage space'. Similarly, you 
! would not buy a new hard disk 'with more 
! memory' - you would buy a higher capacity 
I 
: hard disk. These may seem like minor points 
I l but they cost students marks in exams. 
I I 

'-------- - ------------ ----------------------------~ 

Read Only Memory 
Read Only Memory (ROM) is a type of primary storage 
whose contents cannot be changed. Because of this, the 
contents of ROM are programmed at the time of manu­
facture. The ROM in a typical computer contains the BI­
OS (Basic Input and Output System) software, which tells 
the computer how to boot up, perform a self-check, and 
locate secondary storage devices. Then the operating sys­
tem will be loaded from secondary storage into RAM, 
and started. 

Secondary Storage 
Secondary storage devices are used to store all of the 
data and programs installed on a computer system -even 
if they are not currently being used. Any program that is 
run or data that is used will be copied from secondary 
storage to primary storage before being used. Secondary 
storage is slower, but also cheaper, than primary storage. 

Magnetic Tapes 
Magnetic tapes have been used in computing for many 
years. In the 1980s many home computers by companies 
like Amstrad and Sinclair used magnetic audio tapes to 
store all their software and data. 

These days, much higher capacity magnetic tapes are 
used by organisations that must handle large amounts of 
data. It is slow to access data on tapes because they are 
sequential, so the tape must be spun through to find the 
right place. Because of this, they are used mainly for 
backing up and archiving data. Their reliability and their 
low price make them ideal for this type of data, since it 
will not need to be accessed very often. 



Speed 

Storage capacity 

Storage type 

Cost 

Primary Storage 

Electronic- very fast to access data 

1GB-4GB 

Volatile (RAM) 
Non-volatile, read-only (ROM) 

Expensive 

Figure 2-30 Primary versus Secondary storage 

Magnetic Disks 
Magnetic hard disks are by far the most common type of 
secondary storage found in computers today. They con­
sist of a series of disk platters spinning at up to 10,000 
rpm inside a solid case. A read/write head moves back­
wards and forwards over the disk and magnetically 
charges areas of it to store data. 

The high capacity, high speed, and relatively low price of 
hard disks makes them ideal for most personal comput­
ers. Their main disadvantage is that they are relatively 
fragile: a knock or a bump while the computer is 
switched on can easily be enough to make the read/write 
head hit the disk surface, damaging or destroying it. For 
this reason, some portable devices like MP3 players, some 
netbooks, and the One Laptop Per Child laptop use solid 
state storage instead of magnetic hard disks. Hard disks 
are also susceptible to damage from magnets. 

External hard disks are portable disks often used for 
backups or transferring large files. Inside the case, exter­
nal hard disks are the same as internal hard disks. The 
case simply allows the disk to connect via a USB, Fire­
Wire, or eSA T A connector, and may also provide a con­
nection for an external power supply. 

Figure 2-31 Hard disks: two external models (left 
and right}, and an internal hard disk with the case 
removed (centre) 

Secondary Storage 

Mechanical - slower to access data 

100GB- 2TB 

Non-volatile 

Cheaper 

Optical Storage 
Optical disks like COs, DVDs, and Blu-ray disks read 
and store data using lasers. Small 'lands' and 'pits' in the 
disk surface reflect laser light in different ways: the differ­
ence between these is interpreted as either a binary 1 or a 
0 by the computer. Early versions of these technologies­
CD-ROM, DVD-ROM, BD-ROM allowed only reading of 
data from pre-recorded disks. Over time, recordable ver­
sions (CD-R, DVD-R, BD-R) were developed that allowed 
a user with the appropriate recorder to save or 'burn' 
data to disks once. Later on, rewritable versions of the 
disks became available, allowing data to be saved and 
erased many times (CD-RW, DVD-RW, BD-RW). 

Compact Disks store between 650 MB and 700 MB of da­
ta; DVDs allow 4.7 GB, while dual-layer (DL) DVDs allow 
up to 8.5 GB. The latest Blu-ray disks can store between 
25 GB and 50 GB. 

Optical disks are sometimes used for creating backups of 
files on personal computers, although the increasing ca­
pacity of hard disks is making them less useful for this. 
However, CDs and DVDs are still the most popular medi­
um for the distribution of software in stores, and Blu-ray 
disks are the standard format for storing High Definition 
(HD) films . 
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Optical disks are relatively delicate: even small scratches 
on the disk surface can cause problems for the laser 
which reads them. Also, the cost of the writeable disks 
themselves can be quite high, especially in the case of 
newly released technologies such as Blu-ray. 

Flash memory 
Flash memory is a technology that stores data using elec­
tronic logic dates. Flash storage devices have no moving 
parts, giving them three main benefits over hard disks: 

1. They are less susceptible to damage from drops and 
knocks when in use, making them ideal for portable 
computers, especially those intended for harsh envi­
ronments (e.g. for use by young children). 

2. They use significantly less power than hard disks 
(because there is no moving disk to power), which is 
useful for extending battery life on portable comput­
ers. This is especially important when a charger can­
not be used (such as on many trains or on aircraft) or 
for devices that need to stay on for long periods of 
time (such as music players or mobile phones) 

3. They offer much faster access than hard disks, which 
is useful for 'instant-on' devices which need to quick­
ly load an operating system and user interface. 

The main downside is that flash memory devices are still 
expensive, and only available in relatively low capacities. 
Currently flash memory is used heavily in memory cards 
for digital cameras and also in some netbook computers 
in place of a hard disk. USB based flash memory sticks 
are also commonly used as portable storage devices. 
Memory cards like CompactFlash cards, SD cards or 
MMC cards are generally available in sizes up to about 
32 GB. USB flash drives, and flash based storage to re­
place hard disks are found in slightly bigger sizes, up to 
about 128 GB. 

Camera memory cards need to be inserted into a card 
reader to be used on a computer. Laptop computers often 
have built in readers which are capable of reading multi­
ple card formats. 

Storage Type Speed 

Magnetic disks Fast 

Magnetic tapes Slow (serial access) 

Optical disks Medium 

Flash memory Very fast 

Figure 2-32 Comparing secondary storage devices 

Figure 2-33 Various solid state memory: CompactFiash (top), 
SO (middle), and a USB flash drive (bottom). 

,,----"---------~--------------------------------,, 
I I 

: Common Mistake : 
! [tis common for people to use the term 'USB' to ! 
I I 

l refer to flash drives. However, USB strictly re- : 
I I 

: fers to the connection on the computer - a USB 

! port can be used to connect flash drives, print­
! ers, mice, keyboards, digital cameras, and many 
I 

I other peripherals. Therefore it is better to refer to 
I flash drives, USB memory sticks, or USB 
l drives. 
I, ' 

~------------------------------------------------' 

Capacity Price 

Up to2 TB Cheap 

Up to5TB Very cheap 

Up to50'GB Cheap 

Up to500 GB Very expensive 



Hard disk security and privacy 
As more and more details about our lives are stored on computers, the security of our data becomes increasingly im­
portant, especially when computers are lost or stolen, or old hardware is thrown away. In 2003, two MIT students con­
ducted a study on 158 second-hand hard disks purchased from the online auction site eBay. The students used freely 
available software to attempt to recover previously stored data from the disks11

• They found that: 

• 117 drives (74%) contained data that they could recover and read 
• 12 drives (9%) had been correctly erased 
• 29 drives failed to work 

Among the data recovered, the students found pornography, credit card numbers, financial data, and medical records -
all extremely sensitive information. Some of the data could easily be used by criminals to commit fraud or identity theft. 
Other material might leave the prev:ious owners open to blackmail. Material remaining on a hard disk from a previous 
owner could also cause problems for the hard disks' new owner if the material were illegal. This case highlights the 
need for education and training about the risks of discarding old equipment and the necessity of ensuring data is cor­
rectly and securely erased. 

Where does data go when it is deleted? 
Typically, the answer to this question is 'nowhere'. The MIT students above were able to recover data from hard disks 
because deleting a file on a computer does not normally remove the file's actual data. Instead, deleting the file removes 
the pointer to the data from the hard disk's File Allocation Table (FAT), which acts like an index to each file on the disk. 
Thus the computer's operating system cannot 'see' the file by reading the FAT, but the data itself remains on the disk 
until it is overwritten by new files - which may take months. Consider the analogy of an index in a book: if the index is 
removed it is much harder to find the material you want, but the information is still there -you just have to search page 
by page until you find it. This is effectively what disk recovery software does, searching the disk sector by sector to find 
previously deleted data. 

Deleting a file, emptying the recycle bin or trash can, and even 
formatting a disk do not remove any files from the disk-the File 
Allocation Table is merely altered to give the impression that 
there are no files present. 

Solutions 
There are only two ways to ensure data is fully removed from 
your hard disk: by either physically destroying the hard disk, or 
by using special disk wiping software. Good methods for de­
stroying hard disks include shattering the disk platters into piec­
es, drilling holes into the disk, or using a disk shredding ma­
chine. A strong magnet can also be used to wipe the data, alt­
hough it is difficult to see whether this has worked or not. 

If the intention is to reuse the disk, a less exciting solution is to 
use specialist disk wiping or secure deletion software 
(sometimes called shredding software). This overwrites all data 
on the hard disk with random data, making the old data inacces­
sible. Usually it repeats this process several times. Disk wiping 
software takes a long time to finish the job - especially on larger 
capacity hard disks-because it must overwrite every single sec­
tor on the disk. However, disk overwriting gives a good guaran­
tee of privacy. Secure wiping software can be purchased and 
there are also free programs to perform the task. 
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Storing Data: Bits and Bytes 
Whether you are viewing a web page, watching a video, 
running a game, editing an image, or reading an e-book, 
your computer is representing all of its data internally as 
binary digits-ones and zeroes. These ones and zeroes 
are known as bits. On their own, bits are not very useful 
because they only represent one of two states: on or off, 
yes or no, one or zero. 

Eight bits are grouped together into more meaningful 
units called bytes. Bytes themselves are grouped into 
increasingly larger units called kilobytes, megabytes, 
gigabytes, and terabytes. Figure 2-34 shows common 
units used to describe computer storage capacity. 

One byte can store a value between 0 and 255 (28 values). 
These values are interpreted by the computer in different 
ways: a byte might represent a letter in a document, or it 
might represent the colour of a pixel on the screen. Re­
gardless of what you do with computers, underlying eve­
rything are bits and bytes. Computers communicate data 
by using predefined standards that govern the meaning 
of each bit and byte. Two common standards for storing 
text are ASCII and Unicode. 

Unit Size 

Bit One binary digit 

(0 or 1) 

ASCII 
ASCII (American Standard Code for Information Inter­
change) is a standard coding scheme for representing text 
using the English alphabet. Using ASCII, each byte of 
data represents a single character. When the computer 
comes across a given byte in a text file which uses ASCII 
encoding, it displays the corresponding character on the 
screen. Similarly, when a character is typed using a text 
editor, the ASCII code for that character is recorded as a 
binary number. Table 2-35 shows a subset of the ASCII 
coding scheme. 

Because ASCII uses one byte per character, the maximum 
number of characters ASCII can represent is 128 (2 7). 

(There are 8 bits in a byte, but the eighth bit is used for 
error-checking). 128 characters might sound like a lot, but 
remember that different ASCII codes are needed for up­
percase and lowercase letters, symbols, and numbers. As 
such, ASCII fails to include characters from many lan­
guages which include accents or completely different 
characters (such as Cantonese or Arabic). 

Some companies developed 8-bit versions of ASCII, al­
lowing 256 characters - but the companies didn't agree 
on which characters each code represented, causing com­
patibility problems when displaying documents on 
different computers. Today ASCII is being superseded by 
Unicode. 

Example 

Byte (B) 8 bits A single character of text consumes between 1 byte and 4 bytes of space (see 

ASCII and Unicode) 

Kilobyte (KB) 1024 bytes 

Megabyte (MB) 1024 KB 

Gigabyte (GB) 1024MB 

Terabyte (TB) 1024GB 

Petabyte (PB) 1024 TB 

Exabyte (EB) 1024 PB 

Zettabyte (ZB) 1024 EB 

Yottabyte (YB) 1024 ZB 

Figure 2-34 Computer storage units 

In 2011 most home and laptop computers have between 2 GB and 8 GB of 

RAM 

In 2011 the largest common hard disks are between 1 TB - 2 TB 



ASOI Code Character ASCII Code Character 

32 Space bar 65 A 

33 66 B 

34 67 c 
35 # 68 D 

36 $ 69 E 

37 % 70 F 

38 & 

39 97 a 

40 98 b 

41 99 c 

42 " 100 d 

43 + 101 e 

44 102 f 

45 103 g 

Figure 2-35 A sample of ASCII codes and their corresponding characters 

Unicode 
Unicode is a more modern coding scheme which aims to 
solve some of the problems of ASCII. Unicode uses up to 
4 bytes to represent each character, allowing many thou­
sands of characters to be represented (there are 32 bits in 
4 bytes, so 231 characters can be represented). These char­
acters include non-English alphabets, and right-to-left 
(RTL) languages like Hebrew and Arabic. (In Ancient 
Greece, boustrophedon writing was often used, in which 
the characters in alternating lines of text were flipped and 
read in opposite directions. Although there weren't many 
computers in the 8th century BC, if there had been, the 
Greeks would have been pleased to know that Unicode 
has support for such bi-directional writing). 

Modern operating systems such as Windows Vista, Win­
dows 7, Mac OS X, and Linux distributions use Unicode 
as their character representation standard. 

Plain Text 
ASCII and Unicode are both examples of plain text 
standards. They specify the characters that make up a text 
but they do not include ways to specify other formatting 
attributes such as the font type, the font size, features like 
bold or underline, or coloured text. Plain text files are 
usually saved by programs known as text editors. Alt­
hough many word processors have options to export 

documents as plain text, doing so will cause any for­
matting options to be lost. 

To use more advanced formatting features, a word pro­
cessor must be used. Word processors still use the ASCII 
or Unicode standards to represent text, but save docu­
ments in their own file formats which allow the inclusion 
of text formatting data plus more advanced features like 
image placement, columns, and tables. Some formats, like 
Rich Text Format (RTF) and OpenDocument (.odt), have 
openly published specifications, allowing them to be rela­
tively compatible across different word processors. Other 
formats such as Microsoft Word's .doc format are propri­
etary. Page 137 details the most common file formats 
used for exchanging text data. 

Graphics Standards 
Computer graphics are represented as bits and bytes just 
like all other computer data. Different file formats such as 
BMP, }PEG, and PNG store the image data in different 
ways, but in general all true colour images use a similar 
scheme. Typically each pixel in an image uses three bytes 
of storage space-one byte to represent the amount of red 
in that pixel, one byte for the amount of green, and one 
byte for the amount of blue. Page 122 gives more details 
of exactly how computers store image and video data 
using schemes like this. 
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Failover systems 
A failover system or standby system is one designed to keep a system running if the primary system fails-perhaps 
due to hardware or power failure. Failover systems are usually redundant systems-they provide the same functionali- , 
ty as the primary system, but do nothing unless the primary system fails, at which point they can be switched to auto- : 
matically. 

In situations where high reliability is needed, distributed redundant servers or redundant networks may be used to 
provide a failover system in case the primary server or network fails. Housing these at different geographical locations 
provides greater protection again serious disasters such as a fire, flood, or earthquake at the original location. 

Figure 2-36 An array of hard disks in a server, arranged to pro­
vide data redundancy. 

Although RAID is very useful if a hard disk fails, it is 
not a replacement for data backups. Because all data is 
mirrored to both disks, if data is corrupted by a comput­
er virus, all copies of the data will be damaged identical­
ly. Similarly, a flood or fire is likely to damage both 
disks since they are in the same physical location. 

An Uninterruptible Power Supply (UPS) provides a 
redundant power source in case of a mains electricity 
failure. On detecting a power failure a battery in the 
UPS will provide enough power for a short period of 
time, which should be sufficient for the mains power to 
be restored or for an alternative power source such as a 
generator to be switched on. It also provides time to 
save any data and shut down the attached computer 
correctly. Many UPS systems also include hardware to 
condition the power line-ensuring that the voltage 
remains stable, avoiding dips or spikes, and removing 
noise and interference. 

Uninterruptible Power Supplies designed for desktop 
computers are relatively small and inexpensive, and 
typically provide power for around 30 minutes. For 
larger scale uses, such as server rooms or data centres, 
large cabinets or rooms of batteries might be needed in 
order to provide sufficient power. 

A RAID (Redundant Array of Independent Disks) array 
is a failover system for hard disks. RAID uses multiple 
hard disks connected together to create a fault-tolerant 
system. A common approach is called mirroring - one 
hard disk contains a complete, exact copy of another hard 
disk in the RAID array. Every time data is written to one 
disk, it is also copied (mirrored) to the other. Thus, if one 
of the hard disks fails, the computer can switch over to the 
other disk and continue operation with interruption 
(although possibly with some performance loss). In a hot­
swap system, the failed hard disk can even be removed 
and replaced without switching off the computer. This is 
very useful in server environments where users expect a 
continuous service and downtime needs to be avoided. 

Figure 2-37 Desktop UPS system 



Hardware · .. 

Ports & Connectors 
Various ports and connectors are used to connect input, output, storage, and networking devices. Using 
standard ports allows hardware devices to be compatible with many different systems, saving on costs for 
both users and manufacturers. Below are some of the most common ports and connectors used in modern 
computer systems. 

VGA Used for connecting a standard monitor, either CRT or LCD, to a com­

puter or games console. Projectors and interactive whiteboards also use 

VGA connections. 

DVI Digital Video Interface (DVI) and the newer High Definition Multime­

dia Interface (HDMI) are used to connector digital displays to digital 

video sources. These connectors are especially designed to handle the 

requirements of High Definition (HD) signals. 

SATA and 

eSATA 

IDE 

A high speed standard for connecting hard disks, DVD and Blu-ray 

players. eSA T A is a version of SAT A used for connecting external de­

vices (e.g. backup drives). 

An older standard for connecting hard disks. Although slower, IDE is 

still widely used for devices like CD and DVD drives. 

USB Universal Serial Bus: A modern standard used for connecting a wide 

variety of peripherals including mice, keyboards, external hard disks, 

digital cameras, printers, scanners, and flash drives. There are several 

versions of the standard - the most recent being USB 3.0. 

Fire Wire A high-speed interface used for different peripherals including digital 

video cameras and external hard disks. Fire Wire is less common than 
(IEEE 1394) 

Ethernet 

USB connections, but offers a much higher transfer rate 

A standard for wired Internet access, available on virtually all comput­

ers. 

PS2 An older standard for connecting mice and keyboards. Generally su­

perseded by USB. 

Figure 2-38 Common ports and connectors 
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Chapter Review 
Key Language 

Types of computer 
desktop computer laptop netbook smartphones 
embedded systems mainframe personal digital assistant supercomputers 
home theatre PC 

Input 
barcode scanners keyboard scanner Universal Product Code 
concept keyboard MICR sensors voice control 
digital cameras magnetic stripe readers smart card readers voice recognition 
digital video cameras microphones soft keyboard webcam 
digitise multi-touch stylus 
Dvorak keyboards multimedia keyboard touch pad 
game controllers OCR touch screen 
joystick optical mark recognition trackball 

Output 
CRT monitor interactive whiteboard native resolution printers 
hard copy laser printer output pr . jectors 
in.kjet printer LCD screen pages per minute speaker 

Storage 
secure deletion bil Fire Wire mouse 

Blu-ray flash memory non-volatile storage solid state storage 
byte gigabyte (GB) optical storage terabyte (TB) 
CD-ROM hard disk petabyte (PB) OSB 
CompactFlash IDE primary storage volatile stor~ge 
data synchronisation input RAID yottabyte (YB) 
DVD kilobyte (KB) Random Access Memory zeltabyte (ZB) 
eSATA magnetic storage Read Only Memory 
exabyte (EB) megabyte (MB) SATA 
external hard disk MMC secondary storage 

Processing Technologies 
clock speed hardware motherboard processor 
CPU megahertz (MHz) mu.lti-core oftware 
dual-core microprocessor multiproce slng peed throttling 
gigahertz (GHz) MIPS mlLltitas"king terahertz (THz) 

General terms 
ASCII Kensington lock radio tag Unicode 
convergence plain text RFID reader UPS 
failover system radio frequency identifica- RFIDtag uptime 
Global Positioning System tion (RFID) Rich Text Format (RTF) VoiP 

Computer Accessibility 
braille keyboard head control systems input switches sticky keys 
braille printer head wand screen magnification text-to-speech 
eye tracking software high contrast mode sip and puff 
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Exercise 2-6 
Consider the following examples of information technology. Identify all of the input, output, and storage technologies 
used by each: 

a) An ATM (Automatic Teller Machine) d) An in-car GPS navigation system 
b) An airport self check-in machine e) An aircraft cockpit 
c) A mobile phone (cell phone) f) A cleaning robot 

Exercise 2-7 
Find and describe a suitable computer for the user in each situation below, using adverts from the Internet, magazines, 
or newspapers. The computer must have appropriate hardware specifications for the situation. In some cases addition­
al input and output devices may be needed too. Try to find a solution that offers good value for money. [12 marks] 

a) Scenario: A family wanting a computer for general use (browsing, typing up homework, playing simple games) 
b) Scenario: An amateur film maker who wants to record her own films (she already has a digital camera for this) 

and then edit them on her computer. 
c) Scenario: A businesswoman who wants a computer to use during her daily train commute. The typical journey 

lasts 2- 2.5 hours so she has plenty of time to work on company reports and spreadsheets. She also needs the ability 
to catch up with her email, and access files stored on her company's network. 

Exercise 2-8 
Research the One Laptop Per Child (OLPC) computer (this computer is also variously known as the $100 laptop and 
the XO PC). Try to find detailed specifications of the computer. The designers have made some interesting choices 
compared to the average laptop computer. Justify the individual specifications of the OLPC with reference to its tar­
get market (hint: there are many reasons other than pure cost). [8 marks] 

Exercise 2-9 

(a) State the units typically used to measure: 
(i) Processor speed 
(ii) Hard disk capacity 

(b) State two ways of connecting an external hard disk to a computer. 

(c) Distinguish the terms primary storage and secondary storage. 

(d) A digital camera produces files that are 1,500 KB each. Calculate how many photographs can be 
stored on a standard CD-R. 

Exercise 2-10 
(a) Define the term embedded computer. 

(b) Identify two input mechanisms often used by disabled computer users. 

(c) Distinguish the terms supercomputer and mainframe. 

(d) Identify common applications for the following input and output devices: 
i. Touch screen 
ii. OMR 
iii. Barcode readers 
iv. Track ball 

[2 marks] 

[2 marks] 

[4 marks] 

[2 marks] 

[2 marks] 

[2 marks] 

(2 marks] 

[4 marks] 
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Chapter 3 

Software 
Computer software or programs are the sets of instructions which hardware follows in order to perform tasks. Software 

: processes input data and transforms it into useful output. From the most powerful supercomputers to the simplest mo­
bile phones, all information technology requires software to operate. Software is often said to run 'on top' of hardware, 
providing the interface between it and the user. 

Operating Systems 
Operating System (OS) software, also called system soft­
ware, is responsible for managing and controlling all of 
the computer's hardware. When you first switch on a 
computer, the operating system software is loaded into 
the computer's memory (RAM) and started before you 
can perform any other tasks. The operating system runs 
the entire time you are using the computer and provides 
the user interface to let you manage programs and data. 
On its own, the operating system software does not ena­
ble you to produce work (for example, documents, photo­
graphs, or emails): instead, it provides a platform on 
which application software can run. The operating sys­
tem's tasks include: 

Task and memory management- Many users run multi­
ple pieces of software at once, for example a word proces­
sor, a web browser, and a music player. Even if it is not 
obvious, most computers are running many programs in 
the background, such as anti-virus software or network­
ing software. It is the job of the operating system to man­
age these programs, assign them the resources they need, 
and protect or isolate programs from each other so that 
one program cannot corrupt another program's data. If 
one program crashes, the operating system should be 
able to shut down or kill the process without affecting 
other programs. Similarly, if programs need to use devic-

Platforms 

es like the hard disk or the printer, it is the job of the op­
erating system to assign these resources to programs in a 
controlled manner. 

Security management - the operating system provides 
security for multiple users by requiring each user to au­
thenticate themselves with a username and password. 
The OS also manages users' home directories, keeping 
their contents safe from other users. Shared folders, files, 
and peripheral devices are handled in a similar way, with 
the operating system maintaining a list of permissions 
that control users' access (see file permissions, page 92). 

If the computer is attached to a network, the operating 
system might include firewall software to restrict incom­
ing and outgoing traffic and prevented unauthorised ac­
cess (see page 73). 

Providing a user interface - the operating system pro­
vides an interface to allow the user to interact with and 
operate the computer. Typically this will be either a Com­
mand Line Interface (CLI), where the user types a series 
of commands using the keyboard, or a Graphical User 
Interface (GUI), operated with a mouse or similar point­
ing device. The interface allows the user to start and stop 
programs, switch between programs, and create, copy, 
and delete files (see page 60). 

, The term 'platform' is often used to describe a particular combination of hard­
ware and operating system. 'Windows running on x86 ('PC') hardware' and 
'Linux on running x86 hardware' are two examples of platforms. 'MacOS X on 
Apple hardware' is another example. 

User 

Some operating systems run on multiple types of hardware-for example, Linux 
distributions are available that run on many different hardware configurations 
from mobile phones to supercomputers and everything in between. This allows, 
in theory, application software compatibility across different hardware plat­
forms. 

Similarly, some applications software is cross-platform or multi-platform, mean­
ing that it works on several different platforms. For example, Microsoft Office is 
available for both Windows and Mac OS X, while LibreOffice has versions for 
Windows, MacOS, and Linux. Using the same application software on different 
operating systems helps maintain file compatibility between the systems. 

-

Application 
software 

Operating 
System 

Hardware 
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Communicating with hardware - the operating system 
controls all hardware devices such as disk drives, print­
ers, and screens that are attached to the computer. It does 
this transparently to the user. For example, when a file is 
saved in a word processing program, the user enters the 
file's name. The user does not need to know (or care) in 
which physical platter or in which sector of the hard disk 
the file will be saved. It is the job of the operating system 
to control the disk, telling the hard disk which data to 
save, and in which sector to save it. 

ware devices attached to the computer. This means a 
piece of hardware can work even if it was released long 
after the operating system was shipped: the device manu­
facturer simply writes a device driver to tell the operating 
system how to communicate with the hardware. This is 
why many devices require an installation CD when first 
used - the CD contains the device drivers that must be 
installed before the device will work. 

Operating systems use software called device drivers to 
understand how to communicate with the various hard-

Common Operating Systems 
Microsoft Windows-the most common operating system for 
personal desktop and laptop systems. The latest version, Win­
dows 7, offers an improved user interface, a redesigned task 
bar, performance improvements, improved security features, 
and the latest version of Microsoft's web browser, Internet 
Explorer. 

MacOS 10-Apple's OS for its Mac computers is based on 
Unix, a system designed around security. Apple have added a 
user-friendly graphical interface on top of this. MacOS only 
runs on Apple hardware. 

Unix-originally developed in the 1970s, Unix and Unix-like 
operating systems are known for security, stability, and scala­
bility - the ability to take advantage of many types of hard­
ware configurations, such as multiple processors. These traits 
make Unix a popular choice on high end hardware like super­
computers and mainframes. Embedded devices (see page 18) 
which must run for long periods of time without restarting 
often use Unix based systems. For example, the popular TiVo 
Digital Video Recorder uses a modified Linux OS. 

Linux-a 'Unix-like' OS which is free software (see page 55). 
There are many different versions of Linux, called distribu­
tions, aimed at different markets. Two common distributions 
targeted at desktop users are Fedora and Ubuntu. Both pro­
vide a modern graphical user interface and feature a wide 
range of free software. 

SymbianOS-a popular OS for mobile phones, managed by 
Nokia. Some sources suggest that Symbian has up to a 36% 

share of the mobile phone market. 

Android-based on Linux and developed by Coogle, this is 
one of the newest phone operating systems. Android runs on 
handsets from a variety of manufacturers (Coogle do not man­
ufacture phones) and has quickly gained market share. 

OS share (desktops) 
Llnux 

iOS 0.95% Other 
2.05% 

Figure 3-1 Source: NetMarketShare 

OS share (supercomputers) 
Windows BSD 

1 

Figure 3-2 Source: Top500 Project 
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Figure 3·3 Operating systems control the many background tasks running on a computer, allocate resources to them, and moni­
tor computer performance. 

Selecting and Installing an Operating System 
Most computers come with an operating system pre-installed by the manufacturer. This can be replaced with an alter­
native operating system, or upgraded to a new version of the existing operating system if one has been released. It is 
also possible to install more than one operating system at once and choose which to use when the computer starts up~ 
this is known as dual booting. A dual-boot system presents a list of available operating systems to the user when it is 
switched on. To switch between the operating systems, the computer must be rebooted. 

When selecting and installing an operating system, there are several steps to follow: 
1. Check hardware compatibility- ensure the operating system has device drivers for the hardware you want to use. 

These may be part of the operating system or may be available on the hardware manufacturer's web page. 
2. Check software compatibility - ensure that any application software you need to run will work on the new OS 

(including the specific version you are installing). 
3. Check hardware requirements- operating systems have minimum requirements in terms of hard disk space, RAM, 

and processor speed. 
4. Obtain the operating system media and any licences required . 
5. Back up any existing data you wish to keep and test the backup to ensure it works (see page 49). 
6. Partition and format the hard disk- operating systems should be installed in their own partitions- separate areas 

of the hard disk that appear as though they are separate disks. 
7. Run the installation program and configure the operating system -including the language, keyboard layout, time 

zone, and bundled software you wish to install. You will also need to create at least one user account at this time. 
8. Activate or register the operating system - some operating systems, such as Microsoft Windows, require online or 

telephone activation before they can be fully used. Other operating systems offer you the chance to register the soft­
ware, perhaps in order to receive free updates or information. 

9. Update the operating system- many operating systems have regular updates to boost performance and security. 
These can usually be downloaded with an included utility program. It is good security practice to keep the operat­
ing system up to date (see page 95). 

10. Install any required application software. j 
11. Restore any data from backup copies. 

-
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Utility software 
Utility software is the basic software included with operating systems to performing common 'housekeeping' tasks, 
helping to maintain and manage the computer. Examples of tasks performed by utility software include: 

Disk defragmentation Optimises hard disk performance by arranging files into contiguous sectors (see page 48) 

Backup programs 

Encryption 

System monitoring 

Disk clean up 

Accessibility options 

Anti-virus software 

System updates 

Compression 
software 

Used to compress and back up important files (see page 49) 

Secure files, folders, and disks in the event of theft or loss of the computer (see page 106) 

Monitors system resources such as processor and memory usage and optimises them to im­
prove performance (see figure 3-3) 

Detects and deletes unneeded files, such as temporary files created by some applications, that 
have built up over time. This helps reclaim valuable disk space. 

Sets options for disabled users, such as increased font size or screen contrast (see page 29). 

Used to detect and remove malicious software such as viruses, Trojan horses, and spyware 
(see page 96). 

Updates the operating system with the latest security and performance 'patches' released by 
the software's creators (see page 95). 

Used to compress files to save disk space or network bandwidth, and decompress them again 
(see page 124). 
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Figure 3-4 Disk clean up tools and anti-virus software are two common 
examples of utility programs. 
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Disk Fragmentation 
Storage media like hard disks are divided into logical areas called sectors. When files are stored, one or more sectors are 
used to store their data. Each sector can only contain the data for one file. In some operating systems, files are always 
stored in the first available free sector. If a file needs more than one sector (which most do), the next available free sec­
tors are found, even if they do not occur in a continuous block. This causes disk fragmentation: a file is stored in several 
sectors which are scattered across different parts of the disk. This can reduce disk performance because it is slower to 
read or write sectors from many separate places than from continuous sectors. 

Fragmentation in action 
Step 1 
In the first diagram below, five files have been saved to the disk (ITGS.doc, English.rtf, TOK.ppt, Science.doc, and Ge­
ography.doc). Each file is saved in a separate sector. Two of the files consume more than one sector (ITGS.doc and 
TOK.ppt). In both cases, the two sectors that make up these files are in a contiguous block (i.e. they are next to each oth­
er). This is the ideal situation because they can be read very quickly. The final sector of the disk is free. 

Step 2 
In the second diagram, two files (English. rtf and Science.doc) have been deleted, leaving the third and sixth sectors free. 

Step 3 
In the third diagram, a new file (Art.tif) has been saved. Following the rules of the file system, the new file's data goes 
straight into the first available free space - straight after ITGS.doc. But this new file needs three sectors, and the gap is 
only one sector, so two more free sectors need to be found elsewhere on the disk. The next free sector is after TOK.ppt, 
but that is only one sector, so even more space is required. Another free sector is at the end of the disk, and this is where 
the final sector of Art.tif is stored. The problem now is that Art.tif is split into three fragments, in non-contiguous 
blocks. This makes reading Art.tif from disk slower, because the disk read head must move to multiple locations to ac­
cess the file. 

With a large number of files, disk fragmentation can cause serious performance problems. The diagram below is only an 
illustration: in reality, disk sectors are usually 4 KB, so there will be thousands of sectors on a high capacity disk. Like­
wise, most files will use many more sectors than illustrated here. On a frequently used hard disk, where data is often 
saved, deleted, and amended, files can be divided into dozens or even hundreds of fragments, drastically reducing disk 
performance. 
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Defragmentation . . . 
Most operating systems include a defragmentation utility. These programs try to rearrange file allocations so files are 

Disk Otllagrnent~ 

stored in contiguous sectors, and all 
files within the same directory are also 
stored together. This speeds up both 
individual file access and directory 
access. Some defragmentation pro­
grams, such as the one bundled with 
Microsoft Windows, can give priority 
to files which are accessed frequently, 
such as those needed during the boot 
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Figure 3·5 Disk defragmentation software optimises disk performance 

Backups 
Regularly creating and testing backup copies of data is an 
essential computing task. Businesses rely on their cus­
tomer, product, and sales data to operate, while more and 
more of our personal photos, music, documents, and 
communications are stored only on computers. Data can 
be deleted or corrupted due to hardware failure, software 
errors, user error, or malicious software. Portable devices 
containing important data - especially small devices like 
USB flash drives- can easily be misplaced or stolen. Nat­
ural disasters like fires or floods can also destroy data. 

Data can be backed up to a variety of devices including 
internal or external hard disks, writeable optical disks 
such as CD-Rs or DVD-RWs, or specialist backup devices 
such as tape drives. There are also an increasing number 
of online backup options available, where data is stored 
on a remote Internet server. 

A full backup is, as its name suggests, a complete backup 
of all data on a computer system. An incremental backup 
is used to backup only the files that have changed since 
the last backup (either full or incremental). An incremen­
tal backup is quicker than a full backup because relatively 
few files will have changed and need copying. 

A backup of important data is no use if it is left next to 
the computer and the building suffers from a flood, fire, 
or theft. For this reason, backup copies should be kept off 
-site in a secure location away from the main copy of the 
data. Businesses will often invest in fire-proof safes in 
which to store their backups. Remote 'cloud' based Inter­
net backup options are also helpful here. 

Security of backups is also important. If data is valuable 
enough to be backed up, it could also be valuable to a 
potential thief. Although a computer system may have 
usernames and passwords to prevent unauthorised ac­
cess, many people forget to apply the same security rules 
to backup copies of data. Backup copies should always be 
stored in an encrypted form and in a physically secure 
location to prevent unauthorised access. 

Many companies don't try to restore the data from their 
backup copies until they have suffered some form of data 
loss. In these situations, over 70% find that their backup 
copies contain errors and not all data is retrievable 1• An 
important part of the backup procedure is to try to restore 
the files from the backup on a regular basis - perhaps to a 
spare hard drive. This will draw attention to any prob­
lems in the backup process so that they can be fixed be­
fore a real disaster strikes . 

... 
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Application software 
In contrast to operating system software, application 
software allows the user to perform tasks to solve prob­
lems, such as creating documents, managing finances, or 
editing images. For this reason it is sometimes called 
productivity software. 

There are many types of application software, each spe­
cialising in a different task. Word processing software 
allows the creation of typed documents such as letters, 
memos, and business proposals. A word processor has 
features optimised for text creation, including formatting, 
spelling check, and language tools. Most word processors 
also include numbered lists, index creation, and referenc­
ing or footnote features. Another common tool is mail 
merge, which allows a single template document to be 
customised for individual people-for example, creating 
a thousand copies of a document each with a different 
name in the greeting line (see page 192). 

Desktop Publishing (DTP) software (also called page 
layout software) allows the creation of documents such 
as leaflets, brochures, posters, newsletters, and maga-

• {" • [ "; 

zines. DTP software is often confused with word pro­
cessing software, but DTP software allows much greater 
control over the page layout than a word processor, and 
can prepare documents for output on professional com­
mercial printers. These extra features may come at the 
expense of some text-creation tools. Many authors create 
their text in a word processor first and then import it into 
DTP software for layout. See page 136 for more details on 
using DTP software. 

Presentation software focuses on the creation of slides 
for giving verbal presentations, as is frequently done by 
business workers, speakers at conferences, and teachers. 
Presentation software typically revolves around a series 
of text bullet-points and one or more images. Slides are 
formatted to the size of a computer screen rather than a 
printed page, and presentation software is almost always 
used in conjunction with some form of overhead projec­
tor. Page 138 describes good presentation techniques. 

Spreadsheet software is used to perform tasks involving 
lots of calculations, such as managing finances or student 
grades. Spreadsheets divide a worksheet into a grid of 
cells labelled with letters and numbers. Individual cell 

Figure 3-6 Word processing software (left) and 
Desktop Publishing software (right) are used to 
create different types of printed documents 
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references (for example 'A1') are used in 
formulae to calculate values in other cells. 
Spreadsheets support automatic recalcula­
tion so that if the value in one cell changes, 
any other cells referring to that cell will up­
date to reflect the change. For example, if a 
student's grade in one assignment is 

changed, the cell containing the total score 

from all assignments will automatically 

change as well. See page 194 for more de­
tails. 

Title 
B,!yond the Lahdscap~ 

•I AuthorSeco • J> Ubllsher Pages 

Database software is used to create, store, 
structure, and sort a collection of data about 
a set of items, search for certain data using 

queries, and produce printed reports. A 
database may be relatively simple (like a 

collection of DVDs) or more complex, like a 
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products, and sales. In extreme cases, web Figure 3-7 Database software structures data in tables, fields, and records 
sites like Amazon and Facebook use extreme-
ly complex Relational Database Management Systems 
(RDBMS) to manage data about millions of items. See 
page 143 for more details about databases. 
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Figure 3-8 Spreadsheet software is used for calculations and data analysis 
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~~:;;::i~~~~~:;~;~~~~~~~:;~~ Figure 3-9 Video editing software (left) and 
graphics editing software (below) offer powerful 
tools to manipulate video and images, but require 
computers with lots of RAM and a fast processor. 
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Web browsers are an essential tool for many users, espe­
cially with the increased use of web based email, social 
networking, and the development of cloud computing. 
Modern web browsers have a variety of built in tools to 
protect users' security and privacy while online, and 
some include extensions to allow additional features to be 
added to the browser. 

To design and create web sites, web development soft­
ware is used. This typically includes a code editor which 
allows users to enter HTML, CSS, and JavaScript code. 
More advanced programs also include a graphical editor, 
allowing pages to be created without knowledge of 
HTML. Web development software also lets users check 
their web sites for compatibility with different web 
browsers and with web standards. Page 198 explains how 
web sites are developed. 

Graphics software is used to create or edit digital images. 
Basic graphics software allows the creation of images by 
drawing individual pixels and shapes. More advanced 

Creating this textbook 

./ 

-
I s-5!Naf:1 ... ' I C...:,. I 

I cc-5~ ; I 01wa I 

software provides powerful effects to manipulate images, 
including adding blurs, changing brightness, contrast, 
and colour levels, cropping and rotating images, and 
adding special effects. Some graphics software even pro­
vides tools to mimic those used by an artist, such as pen­
cil, watercolours, or charcoal. Vector graphics software 
focuses on the creation of images using mathematical 
shapes. 30 rendering software allows the creation of 3D 
objects which can be given colour, texture, and lighting, 
and rendered to produce a final image. Expert users can 
create 3D images which are hard to distinguish from real 
photographs, and such images are often used in televi­
sion and film special effects. Computer Aided Design 
(CAD) software focuses more on product design, using 
3D graphics to represent components and allowing de­
signers to create prototypes within the computer. Page 
115 contains more information about the types of 
graphics software available. 

Audio software is used to record, edit, and mix digital 
audio. Multiple tracks of sound can be recorded and com-

A range of software was used to create this textbook, each program specialising in one part of the process: 
• A word processor was used to create and edit the text, and spell check it. At this stage, no formatting of the text 

was done. 
• A vector graphics editor was used to create the diagrams and charts. The diagrams were saved as SVG files in case 

future editing was needed, and exported as PNG files. 
• Graphics software was used to crop, resize, and alter the colour balance of the images. The DPI of the images was 

also changed and the images were exported as TIF files. 
• A DTP package was used for page layout and formatting. From there the pages were output as a PDF file ready for 

professional printing. 
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bined, and various effects and fades can be 
applied, as well as basic changes such as 
altering the volume. Audio software is heavi­
ly used in the music, film, and television 
industries, as well as by users who want to 
record podcasts or enhance their home vide­
os. 

R i 
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Video editing software allows images, 
sound, and video to be combined. Basic vid­
eo packages allow cuts to be made and sim­
ple titles to be added. More advanced soft­
ware can combine and overlay video and 
images from multiple sources, synchronise 
audio to video, and add special effects. 

Multimedia software like Adobe Flash is 
used to create interactive graphical presenta­
tions, as might be found on some web sites, 
in simple games, or in some computer aided 
training packages. 

[ProJac:t_ Rate (H~): 
j 44100 • 

Selection Start !!• End ·:. Length Audio Posi~on: 

snap To[ lao h oo m1 2 s..lloo h oo tn 'Jl ,.1 !oo ~ oo m OO 6" 

Figure 3-10 Audio editing software can record and edit digital audio (above) and 
perform a wide variety of enhancements, alterations, and effects (below). 

Custom or Off-the-Shelf Software? 
If off-the-shelf-software purchased from a store does not meet an organisation's requirements, they can hire a software 
development company to produce custom (also called bespoke) software tailored to their specific needs. This is useful if 
an organisation's needs are very specific and not catered for by mainstream software developers, but can also be more 
expensive. Another alternative is for an organisation to develop its own software-the feasibility of this option will de­
pend on the IT expertise the organisation has. Page 310 covers custom software in more detail. 

2:01 
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Accounting software helps manage finances, from small per­
sonal finances to large businesses with hundreds of employees, 
suppliers, and accounts being processed. Accounting software 
is more specialised than spreadsheet software and includes the 
necessary features to manage accounts payable, accounts re­
ceived, payrolls, sales, and billing, while maintaining the infor­
mation legally required for tax and auditing purposes. Double 
entry book keeping is required by many users, while large 
companies may need the ability to operate using multiple cur­
rencies or with multiple sets of rules and processes depending 
on the country of operation. Because many of these functions 
are so specialised, accounting software is often customisable to 
suit each individual user's needs. 

Note taking software is designed for users who frequently 
attend lectures, classes, or conferences. It differs from word 
processing software because the text entered is free-form-it is 
not restricted by the structure of lines on a page, unlike a word 
processor. Note taking software also allows easy integration of 
diagrams, images, audio and video recordings into documents. 
Often touch input devices are used to enter handwriting into 
note taking software, which may or may not be converted into 
editable text using OCR techniques. 

Often separate application programs which perform related 
tasks are sold together in application suites. For example, an 
office suite might contain a word processor, spreadsheet, 
presentation program, and other tools commonly used by busi­
nesses. A web design suite might include web development 
software applications and graphics design software. An ad­
vantage of application suites is that their price is often lower 
than buying each program separately and, because the pro­
grams are all from the same company, they are likely to inte­
grate with each other much more effectively. 

Figure 3-11 Presentation software (top) is widely used by 
teachers and conference speakers. CAD software (above) 
facilitates product design. Accounting software (below) 

keeps track of finances. 

, ..... ---------------------------------------... , 
I , I 
1 Common Mistake : 
! Database software (figure 3-7) and spread- ! 
I sheet software (3-8) are often confused. Data- I 
! bases are designed for the storage and retriev- : 
! al of large amounts of organised data. Spread- ! 
l sheets are designed to perform calculations on 

primarily numeric data. They are often used 
for accounting and similar tasks. Spreadsheets 
are not suitable for storing data such as lists of 
contacts or product information. See page 143 
for more information about databases and 
page 194 for spreadsheets. 
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Software Licences 
Computer software is a form of intellectual property and 
is therefore protected by copyright laws. Different types 
of software have different restrictions on how the soft­
ware can be used, including the circumstances under 
which it can be sold or copied for other users, whether 
the source code is available, and whether you are allowed 
to modify the software. 

Commercial software is software which is licensed or 
sold for profit by the companies that create it. When you 
buy commercial software you are in fact buying a licence 
to use the software. Commercial software has very strict 
licences preventing you from making copies of the soft­
ware for other users, from having access to the source 
code, and from changing the software. Microsoft, Adobe, 
Apple, and IBM are very large companies that create a lot 
of commercial software. 

Shareware is software which is distributed for no cost 
and is free to use for a limited period of time. After that 
period of time (usually 30 days), the user is expected to 
pay for the software if they continue to use it, or delete it. 
Some shareware may stop functioning after the time peri-
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Software 

od expires, or the software's author may rely on the hon­
esty of users to pay if they find the software useful. 

Freeware can be distributed for no cost, but the soft­
ware's copyright is still maintained by the author. This 
means that although you are allowed to copy the soft­
ware you are typically not allowed to modify it or sell it. 
Freeware should not be confused with open source soft­
ware, which grants more rights. 

Public domain software is software for which the creator 
has relinquished all rights. This means that anyone can 
do anything with the software including selling it, chang­
ing it, and giving it away. Software typically becomes 
available as public domain if its copyright has expired or 
if the creator has specifically waived their rights under 
copyright law. 

The central idea of Free and Open Source Software (also 
called open source, FOSS, or software libre) is that users 
have the freedom to use the software as they please. The 
source code of FOSS is always available for anyone who 
wants it. This makes it possible for users with program-

Made to make the 
Web a better place . 
a new supe1• f"!'fn more 
look sptcd awesomeness 

.... 

Team /l(J.(7<.1,274 
Firtfox dowt~loaclsmldroW"Illny! 

.. 
Figure 3-12 The office suite LibreOffice (a branch of OpenOffice) and the web browser Firefox are two very well known examples of 
FOSS. 

Why use commercial software? 
There are several reasons that companies and people still pay for commercial software, even though similar FOSS pro- • 
grams are available. Some of the advantages of commercial software include better technical support, which is usually 
available from the manufacturer, including telephone support, user manuals, and web site forums. Sometimes support 
for FOSS can be more difficult to find. Commercial software is often designed to be integrated with other products from 
the same software company (for example Microsoft's Internet, Office, and database products integrate very well). For a 
company this can help improve work flow and helps provide a consistent user interface. It also means that if a problem 
occurs, there is no need to contact multiple companies to establish where the fault lies. 

Finally, because commercial software is much more common than FOSS in many industries, staff with relevant experi­
ence and training may be more readily available (and therefore cheaper) than those with the relevant FOSS skills. This 
is particularly true for desktop applications. 
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Licence Price Redistribution allowed Re-selling allowed Modifications allowed 

Commercial Not free ® ;® ® 
Freeware Free ((; ® ® 
Shareware Free initially ,((; ® ® 
Public domain Free ((; ® :((; 
Free and Open Source Free or sold ;({; ({) ((; 
Figure 3-13 Each type of software licence presents different freedoms and restrictions 

ming experience to alter the software, adding features, 
fixing bugs, and customising the software to suit them­
selves. Users who make changes to open source software 
must publish their changes under the same licence: this is 
done to allow everyone to benefit from the improve­
ments. 

Unlike commercial software, users of open source soft­
ware are encouraged to distribute the software freely to 
other users, and make changes they find desirable. Con­
fusingly, it is even permitted to sell open source software, 
provided that you still follow the rules of making the 
source code available to users for free. Companies often 
create customised versions of FOSS and make money by 
selling boxed versions complete with user support and 
documentation, which would not be available in the free 
versions. 

Perhaps the most famous examples of open source soft­
ware are the Linux operating system, the LibreOffice 

office suite, the Firefox web browser, and the MySQL 
database programs, all of which are used by thousands of 
users worldwide. 

Free and Open Source Software should not be confused 
with freeware. While freeware is free (no cost), Free and 
Open Source Software is 'free as in freedom'- it gives you 
the freedom to use it as you wish. 

,------------------------------------------------~, I Common Mistake 1 
l A common mistake is to think that because the source I 
I I ! code is available, anyone can maliciously edit FOSS i 
I and damage your computer. Of course, this is not cor- 1 

l rect- even if a malicious user does alter the source ! 
l code, they still have to install the new, altered, software! 
l on your computer. If a malicious user has access to I 
l install software on your computer, it is irrelevant ! 
I I 
: whether the software is open source or not-you have 1 
I I 

: a large security problem regardless! J 
'~------------------------------------------------~ 

Open source versus Closed Source 
Commercial software companies consider the source code of their software to be hugely valuable business assets. Pro­
grammers of free and open source software on the other hand openly encourage users to download, view, and change 
the source code. Why is there such a difference in viewpoints, and why is source code such a big concern? 

Source Code 
A program's source code is the instructions that make up the program. Computer programmers write source code in a 
programming language such as C, Java, or Basic, which are much more readable for human beings than the binary that 
computers understand. Source code has to be converted into binary (executable) code by a translator program before it 
can be run by the computer. This is a one-way process: source code can be translated into executable code, but executa­
ble programs cannot be converted back into the original source code. This is important because it means that if the pro­
grammer wants to make further changes to the program, the source code is needed. 

Free as in Freedom 
Programmers of free and open source software (FOSS) make their source code available to anyone because they want to 
encourage sharing and innovation. A common philosophy is that a person should be able to make changes to their soft­
ware to suit their needs. Because FOSS also requires users to publish the source code for any changes they make, every-
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one can benefit when somebody improves the software. Thus if somebody creates, for example, an improved grammar 
checker for the popular LibreOffice software, they must make that code available so that everybody can benefit from the 
new features. 

For the same reason, commercial software companies keep their source code tightly guarded-because they make a 
great deal of money not just by selling initial copies of the software, but also by selling upgrades and new versions. By 
being the only company to make these new versions available, they can harness the market. 

Is Open Source more secure? 
Security is a big topic in IT, and especially in open source software. Proponents of open source software often use the 
argument that because many people have examined the source code (because it is freely available), there is a higher 
chance of security problems being spotted- and therefore a higher chance that somebody will fix them. They also argue 
that because security problems can be spotted, users are aware of their security situation and can make informed deci­
sions about what products to use and which to avoid. They argue that security bugs in commercial software may only 
be known to the developers, leaving users to make uninformed decisions. 

On the other hand, some argue that open source software is less secure, precisely because the source code is available. 
They argue that malicious users can use the source code to spot security problems and, instead of reporting or fixing 
them, exploit them. 

Transparency 
One big advantage of open source software is transparency: because the software it available for all to see, the way the 
software works can be verified. In some situations this can be vitally important-for example, in an electronic voting 
machine (see page 295), the source code could be used to prove that the software counts votes correctly and does not 
accidentally or deliberately manipulate the results. With commercial software, this would not be possible. 
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463 - private void aalcBallAnqle (Bat bat, Ball bal.l) ( 

464 final int centre = bat.qetY() + (bat.qetHeight() I 2); 

4fi5 final int diff = ball.getY{) - centre; 

466 

467 :anal fiaac chang-e= (diff • Ball.RAl'>DOM_M1GLE_FUDGE_FACTOR) + Util,nextrnl:(-5all.RA!<DOM_A11'GLE, Ball.RM/DOM_Al'i 

468 

469 ball.adjustAnqle(change); 

470 

471 
412 
473 -= pr.ivate votd check.Collisions () ( 

474
1 

fa·< (int i = 0; i < balls.size (); i++) { 

475 final Ball b = balls.get:(i); 

476 

477 

478 

479 

480 

481 

462 

483 

484 

465 

486 

487 

488 

469 

490 

491 

492 

l ;' (b. qetLevel (I == levelNum && b. isLaunched (II { 
level. checkBoundaryCollisions (b, danger!1ode): 

checkBatCollisions(b); 

·f"l_.na]. Block blk == le1.~e1. checkBlockCol.lisions (b) : 

·u: (blk!=null) { 

i:t: (blk .qetPower () ==0) I 

soundManager.playBrick(); 

score+= blk.getScore(); 

it: (level. getRern.ainingBlackCount () == 0) level. restartTimers ( 

lf (bllc.isBonus()) i 

processBonus(blk.getBonusType(), b); 
} ,,,J;w i 

Ill 

Figure 3-14 Part of the source code for a program written in Java -
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Commercial Licences 
Users of commercial software need an appropriate licence 
to use it in order to comply with copyright laws. There 
are several types of licence - though not all software com­
panies sell every type. The terms and conditions of the 
software licence usually forbid certain practices such as 
modifying the software, and are covered in the End User 
Licence Agreement (EULA) which you approve when 
you install the software. 

Single user licence- allows only one user to use the soft­
ware. It may allow installation on several computers (for 
example, a laptop and a desktop) but only one copy 
should be used at once. 

Multi-user licence or concurrent licence- Allows a fixed 
number of users to install and use the software. The num­
ber of users is specified when the licence is bought. Often 
companies sell multi-user licences for three or four users, 
aimed at families who want to install the software on 
each computer in a household. The number of concurrent 
users can be checked by having the software 'phone 
home' every time it is run, or by using a network server 
on a LAN to manage and keep track of licences. 

Site licence - Allows the software to be installed on as 
many computers as desired, and used by as many users 
as needed, provided that they exist in the same organisa­
tion or on the same physical site. Site licences are useful 
for large organisations who might have fluctuating num­
bers of computers and do not want the difficulty of keep­
ing track of individual licences. Because of their flexibil­
ity, site licences are expensive. They often come with dis­
counts for upgrading to new versions of the software. 

Copy protection mechanisms 
Software companies have tried many methods to protect 
their software from illegal copying and distribution 
(sometimes called piracy). Some software embeds the 
name of the authorised user into it, allowing the source of 
any illegal copies to be identified. A more common ap­
proach is the use of serial numbers, found in the soft­
ware's packaging and entered during the installation 
process, to uniquely identify copies. The software may 
register the serial number online during installation to 
prevent the same number being used multiple times. 
Product activation is another common method in which 
the software contacts the software company's servers and 
sends identifying information such as its serial number, 
user, location, and even machine specification. Software 
which detects it has been installed on unauthorised com­
puters (for example, by checking the machine specifica-

-

Paying for FOSS 
Free and Open Source Software does not always cost 
nothing. FOSS gives you the right to sell it, and some 
companies make money by selling the software along 
with hardware, installation, documentation, and tech­
nical support services. Business users in particular are 
often willing to pay extra for value added features such 
as technical support, especially businesses who may lack 
their own IT staff. For example, Red Hat 
(www.redhat.com) sells Red Hat Enterprise Linux, 
aimed at enterprise and mainframe users, from its web 
site, together with paid subscriptions which offer tech­
nical support and software updates. Although the 
source code of Red Hat Enterprise Linux is also freely 
available under a FOSS licence, it does not come with ' 
any of this support. 

tion and comparing it to the specification of the machine 
on which it last ran) may stop functioning or enter a re­
duced functionality mode. 

Many games CDs and DVDs use copy protection meth­
ods including Digital Rights Management (DRM) to stop 
duplicates of the disks being made. This reduces the 
number of illegal copies by making copying difficult and 
by programming the software to require the original disk 
to be present in order to work. 

Software organisations such as the Business Software 
Alliance (BSA) and the Federation Against Software 
Theft (FAST) represent software companies and work to 
reduce illegal copying. Their campaigns include lobbying 
governments for stricter copyright enforcement, and edu­
cating users about copyright. The BSA also offers rewards 
in some circumstances for people who report cases of 
copyright infringement to them. A 2010 report by the 
BSA estimated the global piracy rate to be 43%, with the 
total value of pirated software being $51.4 billion world­
wide6. 

Cloud Computing 
Cloud computing is a relatively new phenomenon in 
computing which takes a different approach to the stor­
age and availability of software and data. Instead of being 
stored on a local computer or network server, cloud com­
puting applications are web-based, stored on a remote 
server on the Internet ('in the cloud'). To use cloud com­
puting applications, the user starts their computer as usu­
al (so an operating system is still required) and then uses 
their web browser to access the cloud computing system. 
After account authentication, the application software 
runs inside the web browser. When the user saves their 

.. 



data, that too is saved 'in the cloud' - on the remote Inter­
net server. No data is stored on the user's computer. 

Several large companies now offer cloud computing ser­
vices. Coogle Apps is one such system which offers word 
processing, spreadsheet, and presentation software to 

Advantages 

S.Gftware nq data are available from any location that has 
Internet access, ree;ru:dless of tne computer being used. 

There is no need to manage, maintain, and upgrade a net­
work of computers with lots of application software in-
tailed. Upgrades to the cloud software are automatically 

avai lable on alJ computers immediately. 

Reliability & Integrity: there is less need to maintain back­
up and test procedmes for dat-a lured on th cloud. 

Some cl ud computing applica tions 1 t multiple users work 
simu1taneously on the same doclLment (collaborative W0rk· 

ing). 

Software 

users with a Cmail account. Coogle also provides en­
hanced services for education and business users. Mi­
crosoft's Office Web Apps offers cloud computing ver­
sions of their popular Office software for free, but with 
only basic features enabled. Zoho Office Suite also pro­
vides many cloud based applications for users. 

Disadvantages 

Reliability: A fa t and reliable Tntemet connection is re­
quired. UnreliabJ connections may result in inability to 
work for long periods of time. U lots of users are u.sing th 
cloud computing sys tem, a lot of bandwidth is needed. 

Secmi ty: Y0u are reliant on the cloud computing provider 
having adequate security measures to prevent your data 
falling into the hands of unauthorised users both during 
transit and when stored on the remote server. 

Reliability & Int grity: You are r lying on the cloud com­
puting provider to hav adequate backup proced11res to 
prev nt loss of data if their systems fail. 

Clobalisation and Cultural Diversity: There are concerns 
about the legal status of data stored on cloud computing 
servers in different parts of the world. Varying interna­
tional laws may mean that data is subject to government 
inspection or may be considered illegal, even though it 
would not be in the user's home country. 

Cloud provider 
/ -:7 / 
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Working on the move 

Figure 3-15 Cloud computing users can 
access their work from any Internet 
connected device. Working from home 

,•' 'I 
SoftWare 
Data 

Working from office LAN 



Chapter 3 

User Interfaces 
Graphical User Interfaces (GUI) 
A graphical user interface (GUI) uses visual buttons, 
menus, icons, and windows to represent different parts of 
the computer, including the hardware, software, and da­
ta. A GUI is usually controlled by a pointing device like a 
mouse, although a variety of hardware can be used in­
cluding touch sensitive devices and even voice command 
software (see page 21). 

GUis are often considered easier for users, particularly 
those with limited computing skills or experience. They~~~===========--=-------:----:-------

Figure 3-17 Command Line Interfaces are powerful tools for those 
remove most of the need to remember the complex com- who know the necessary commands and options 
mands that are needed for Command Line Interfaces. 
Most modern operating systems have a GUI. 

Command Line Interface (CLI) 
In a Command Line· Interface (CLI), the user interacts 
with the computer solely by typing commands. Depend­
ing on the command, the user may also specify additional 
parameters such as the files to operate on, or options to 
control exactly how the command works. Command line 
interfaces were some of the earliest computer interfaces, 
and most modern operating systems have a command 
prompt (also called a terminal) built in. In Windows, the 
command prompt can be accessed by clicking Start, Run, 
and typing 'cmd' and pressing enter. In Mac OS X, the 
'Terminal' tool is available in Applications, Utilities. 

Since many modern operating systems use graphical user 
interfaces which are easy and fast to use, it can be hard to 
see why anybody would choose to use a command line 
interface. However, for some tasks, especially those that 
need to be performed on multiple files or objects, com­
mand lines make work quicker and easier. For example, 
listing all files in a folder is easy in a GUI-but saving the 
list to disk, or printing it out, is much harder. A com­
mand line makes such tasks very easy. 

Similarly, copying every file ending in .doc, or every file 
modified since a certain date (regardless of which folder 
they are in) to another disk would takes hours using a 
GUI and would be error prone. But a single typed com­
mand can be used to perform that task. 

Command line interfaces often employ wildcards to in­
crease their flexibility. A wildcard is a character that 
stands in for other characters. For example, in the Win­
dows command line, the ? and * characters are wildcards. 
The former represents 'any one character' while the latter 
represents 'zero of more characters'. So the command 
dir important.* will list any file or folder called 
'important', regardless of its file extension. 

Menu Driven Interface 
Menu-Driven Interfaces (MDI) let the user make selec­
tions from a series of predetermined options. Options 
may be spread across multiple screens or menus. Auto­
matic bank tellers (ATMs) are a common example of 
menu driven interfaces: the user chooses from some ini­
tial selections ('Cash', 'Transfer', 'Balance'), and then fur­
ther menus appear depending on the option selected 
('Cash' usually leads to different options for different 
amounts of cash, or the option to specify your own 
amount). 

MDis may also be used in restaurants where the cashier 
must select from a fixed but quite large range of products. 
Initial menu options might include the food type (starter, 
main course, dessert), with sub options for each specific 
item (salad, soup, etc.). 

Figure 3-16 A graphical user interface controlled by touch 



Figure 3-18 Graphical user interfaces are found 
in most modern operating systems including 
Windows (below) and Linux (right). 

......... 

Getting Help 

Software 

• 

Commercial software applications sometimes include a printed user manual with installation instructions, descriptions 
of the software's features, and tutorials to complete common tasks. 

Read me files are often included with software programs and detail last minute changes or known problems which 
may not have been included in the printed documentation. Read me files are often included with updates to explain 
what has been added in the new versions. 

Increasing, the web is used to provide user support. Both commercial and FOSS applications often have dedicated web 
sites with documentation, FAQs (Frequently Asked Questions) and tutorials. If users cannot find an answer, online 
forums run by the software company or 
members of the software community can 
provide an invaluable source of help. 

Programs can also include online help. 
Context sensitive help provides assistance 
for the specific feature being used when 
the user requests help. Wizards (called 
Assistants in MacOS) can guide users 
through a complex task by breaking it 
into steps and asking a series of questions 
- they are often used for software installa­
tion and configuration. 

Third party documentation, in the form 
of tutorials or printed books, are also a 
common source of help. Most book shops 
carry a range of books for different appli­
cations and levels of ability. 

I~ 

Connt<t to th~ lnb!ml!t 

How do you want to connect? 

-------~ · . ............ .. 

~~~~-~~nect '~;ing a wireless route~ .. ~: ·.-~irele~~·=~ ... ~ .. 

.. Broadband (PPPoE) 
~ Connect using DSL or cable that requires a user name and passwordL 

,~!'"..t .Qial-up 
'1iiil1' Conned using a dial-up modem or ISDN. 

Figure 3-19 A wizard guides a user through connecting to the Internet -



Chapter 3 

Software Reliability 
All IT systems are a combination of hardware, software, 
people, and data. Problems with any of these parts, or a 
combination of them, can cause an IT system to fail. All 
software contains bugs - errors and mistakes made by 
the programmers as they create programs. As software 
complexity increases, so does the number of bugs, and as 
software becomes more commonplace in our lives, so the 
chances of these bugs affecting us also increases. 

In recent years major email, social networking, and VoiP 
services have all suffered large scale 'blackouts' of their 
services. While these may lead primarily to inconven­
ience, other failures can have much more serious impacts. 
Failure of banking networks or credit card authorisation 
networks can cause serious problems for businesses that 
rely on these services, especially online transactions, cost­
ing business and possibly future customers. In the worst 
cases, computer failure can cause physical harm to peo­
ple. Systems where failure could cause injury or death are 
known as safety critical systems, and special measures 
must to taken to keep the number of failures as low as 
possible, as well as to fail safely when a problem does 
occur. Some (in)famous software bugs are described here. 

Year 2000 problem or 'Millennium bug' 
Although not technically a software bug, the Year 2000 
problem reveals a lot about the assumptions humans 
make when using computers. Computer software created 
before the 1990s often stored dates using two digits in­
stead of four. This was to save money: memory was ex­
pensive and every digit saved helped. As the year 2000 
approached, a problem became apparent: these systems 
represented the year 2000 as '00' - a figure which is small­
er than the preceding year ('99'), and indistinguishable 

Figure 3-20 An artist's impression of the doomed Mars Climate 
Orbiter probe -

from the years 1900, 1800, and so on (all also '00'). This 
caused problems with some date calculations: in 1999, a 
person born in 1980 would have their age correctly calcu­
lated (99-80 = 19 years). But a year later, that same calcu­
lation would produce invalid results (00- 80 = -20 years)! 

The millennium bug received enough publicity before the 
year 2000 that most problems were fixed. However, there 
were some instances of credit cards being refused because 
their expiry date was considered to be in the past, and 
similar errors. 

Denver Airport Baggage System 
This system was designed to automatically transfer pas­
sengers' bags from the check-in desk to the aircraft. It was 
due to open in October 1993 but was delayed until Febru­
ary 1995, at a cost of over US $1 million per day (in addi­
tion to the $234 million initial costs). This system high­
lighted how hard it is for computers to work in the real 
world: the problems faced included bags falling out of 
baggage carts, getting stuck on carts or in conveyor belts, 
and labels getting dirty, preventing the computer from 
reading them. The system was abandoned in 2005, partly 
because it was costing $1 million per month to maintain2

• 

National Cancer Institute, Panama City 
In 2000, in a series of accidents at least 28 patients re­
ceived overdoses and 18 later died after a computerised 
treatment system miscalculated radiation doses. A meth­
od used by doctors to get around a limitation in the soft­
ware sometimes resulted in miscalculated doses. 

The doctors were required by law to manually confirm 
the radiation dose calculations before treatment, but did 
not do so. As a result, two of them were subsequently 
sentenced to four years in prison3

• 

Mars Climate Orbiter 
The Mars Climate Orbiter was designed to land on Mars 
and study the Martian surface, but it was destroyed as it 
attempted to land because, NASA believe, it entered the 
atmosphere at a higher speed than intended. The official 
accident report discovered that some of the software de­
velopers for the project had used metric units (Newtons) 
for their calculations, while other developers had used 
Imperial units (pounds). This simple miscommunication 
over which units were being used caused the incorrect 
speed which led to the loss of the $327 million probe4

• 



Software 

Case Study: Therac-25 
Therac-25 was a computer controlled machine for administering radiation treatment to cancer patients, manufactured 
by Atomic Energy Canada Limited (AECL). Therac-25 had two modes: a lower energy electron mode designed to focus 
on a specific part of the body, and a high energy x-ray mode designed to distribute energy over a wider area of the 
body. A tungsten shield moved into place during the x-ray mode to protect the patient from harm. The shield was not 
needed during the lower energy electron mode. Therac-25 was first used in 1982 and reused software from Therac-6 and 
Therac-20. Because there had been no problems with those previous machines, the Therac-25 designers removed hard­
ware safety locks which physically prevented certain erroneous conditions. This was to be a critical mistake. 

Accident 1, June 1985. This accident caused a large overdose to be given to a breast cancer patient. A nurse noticed the 
patient was 'warm' after treatment but the hospital denied any mistake. Indeed, the patient was sent for future treat­
ments. However, she had been severely injured, lost the use of one of her arms, and had to have both breasts removed. 

Accident 2, July 1985. A Therac-25 machine gave an error message during treatment. The machine displayed the mes­
sage 'No Dose', prompting the hospital technician to start the machine again. The technician did this five times, not real­
ising that each time, the patient had in fact been given a radiation dose. Overall, the patient received 13,000 - 17,000 
rads (200 rads is a typical dose and 1000 rads can be fatal). After this accident, an AECL engineer investigated the 
Therac-25 machine but was unable to determine the cause of the fault. 

Accident 3, December 1985. Accident three was similar to accident 1. The patient eventually recovered from his inju­
ries. After this accident, hospital staff contacted AECL about problems with the Therac-25 machine. A month later 
AECL replied, stating 'After careful consideration, we are of the opinion that this damage could not have been produced by any 

malfunction of the Therac-25 or by any operator error' and '{there have] been no other instances of similar damage to other pa­
tients.' 

Accident 4, March 1986. This accident was one of the most severe: a Therac-25 machine paused with a 'Malfunction 54' 
error during the treatment. As in accident 2, the technician was prompted to restart the machine, and did so. Unfortu­
nately she had stumbled onto two faults in Therac-25 at the same time: one which gave a (single) overdose to a patient, 
and the 'No Dose' error. The patient received two large overdoses and died five months later. A contributing factor was 
broken audio/visual equipment, stopping the nurse seeing that the patient was hurt and trying to escape the room. 

Accident 5, April 1986. In the same hospital as accident 4, with the same technician, the same 'Malfunction 54' error 
occurred. This time the technician stopped treatment immediately, but it was too late: the patient received an overdose, 
suffered severe neurological damage, and died three weeks later. After this accident the operator remembered these­
quence of input she had made to cause the 'Malfunction 54' error message. Working with the hospital's physicist, she 
was able to eventually reproduce the error message at will. The speed at which the data was entered was critical in 
causing the error to occur. If data was entered and then quickly altered, the error would occur. The next day they re­
ported this to an AECL engineer and two days later AECL acknowledged the error. Further testing revealed the dosage 
during the error to be up to 25 times higher than the amount required to kill a person. 

Accident 6, January 1987. Despite the cause of the fatal overdoses being known, a Therac-25 machine at the same hospi­
tal as accident 3 was still in use. A technician received an error message during treatment of a patient and an overdose 
was administered. The patient died three months later. 

By the time Therac-25 was removed from service, three people had been killed and three more seriously injured. The 
system had two main faults. The first, 'Malfunction 54', gave an overdose to the patient because the software did not 
move the tungsten shield into place during the high powered x-ray mode. The second error, 'No dose', caused a false 
message to be displayed, even though a radiation dose had been delivered. This fooled the operators into giving a se­
cond (normal) dose, thus causing an overdose. Accident 4 was particularly unfortunate because both errors occurred, 
giving the patient multiple overdoses. The tragedy of Therac-25 is that the programming errors were very simple errors, 
and existed in all previous versions of Therac but had been prevented by the hardware safety locks - the same safety 
features the Therac-25 designers removed because of the unbroken safety record of Therac-6 and Therac-205

·
6

·
7

• 



Chapter 3 

Chapter Review 
Key Language 
accounting software 
application software 
application suite 
assistant 
audio software 
automatic recalculation 
backup 
browser 
Business Software Alliance 
closed source 
cloud computing 
command line interface 
commercial software 
compatibility 
concurrent licence 
copyright 
cross-platform 

Exercise 3-1 

database software 
defragmentation 
desktop publishing software 
device drivers 
DTP 

graphics software 
GUI 
incremental backup 
mail merge 
menu-driven interface 

End User Licence Agree- multi-user licence 
ment multimedia software 
Federation Against Software network licence 
Theft 
firewall 
fragmentation 
free and open source soft­
ware 
freeware 
frequently asked questions 
full backup 
graphical user interface 

open source 
operating systems 
platform 
presentation software 
product activation 
productivity software 
public domain 
read me file 
restore (a backup) 

safety critical system 
serial number 
shareware 
single-user licence 
site licence 
source code 
spreadsheet software 
TCO 
tutorials 
user interface 
utility software 
video editing software 
voice controlled interface 
web development software 
web-based software 
wizard 
word processing software 

Choose one scenario and produce a short persuasive presentation justifying either switching to FOSS or continuing to 
use commercial software. Your argument should take into account the specifics of the scenario. [10 marks] 

Scenario 1 A large business has offices all over the country in many towns and cities. Each location has between 10 
and 100 computers on their own network, with a server. Each office is connected to the main office in the capital city. 
The company has a 4 year hardware life-cycle. They run Microsoft Windows, Office, and Exchange. They have an up­
grade agreement so they get big discounts on the latest Microsoft versions. 

Scenario 2 A medium sized photographic and printing business has 50 desktop computers and 2 servers. The comput­
ers are about 5 years old. They mostly run Windows XP, with some still using Windows 2000. The desktops all use 
commercial software such as Photoshop, Internet Explorer, and Outlook. Staff frequently exchanges emails and files 
with clients who mostly use Windows. 

Scenario 3 A large secondary school with 800 students has two computer laboratories with 50 Windows PC in total, 
and one learning resource centre with 20 Apple Macs. The school also has laptop carts with Windows netbooks that 
can be moved from classroom to classroom. A significant number of students also bring their own laptops to school. 
The school wants to increase the number of laptops available in the carts, increase the use of e-learning by teachers, 
and decrease total cost of operations- but they are unsure of the direction to take their IT strategy. 

You will need to research both types of software-a good persuasive argument is balanced and covers all angles. You 
should refer to specific examples of software and apply them to the scenarios. 

Exercise 3-2 
Perform additional research on the Therac-25 case (sources for further reading are given). Split into pairs, with each 
pair representing a major stakeholder: AECL, the Therac-25 programmers, the hospital managers, and the patients. 

Consider whether the responsibility is the same for each accident. What might have been done instead? Prepare a de­
bate to discuss the question 'Who is responsibl.e for the injuries and deaths caused by Therac-25?'. [10 marks] -
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Exercise 3·3 
Match the terms on the left with the definitions on the right. 

1) CLI A) The instructions which make up a software program 

2) Public domain 

3) Application soft-

B) 

C) 

Software which is sometimes needed to make a new piece of hardware work 

One method used to reduce illegal copying of software 

ware 

4) Freeware D) When software and data are saved on remote Internet servers 

5) Device drivers 

6) Source code 

E) 

F) 

Software which helps users perform work, such as creating documents 

A system that lets users control the computer by typing commands 

7) Serial number 

8) Full backup 

G) 

H) 

A reduction in disk performance when files are repeatedly changed over time 

Software which can be freely distributed but not usually changed 

9) Cloud computing I) Software over which the author has given up all rights 

10) Operating system 

11) Fragmentation 

J) 

K) 

A single document which is automatically customised for many individuals 

A complete copy of all data on a system 

12) Mail merge L) Software which manages the computer hardware and provides a user interface 

Exercise 3-4 
Research three famous computer failures. Describe the events, including the cost (in money or materials) of the failure. 
Try to determine whether the failures were caused by errors with hardware, software, people, or data. [12 marks] 

Exercise 3·5 
Every computer system has bugs-it is impossible to build a computer system that is 100% reliable. This means we 
need to build computer systems that are 'safe enough'. How could we determine an acceptable failure rate? What 
would be an acceptable rate for software controlling an aircraft or a medical device? Explain your answer. [4 marks] 

Exercise 3·6 

An online advert for a computer shows the following specifications: 
Intel Pentium 4 2.0 GHz single core 
1 Gigabyte (GB) DDR RAM Memory 
40 GB Hard Drive 
CD Drive (Plays Music & Data CD's) 
10/100 Networking (Cable-DSL Internet Ready) 
8 x 2.0 USB Ports 
Microsoft Windows XP, 
Office suite CDs included (Open Office is Microsoft Office compatible}, anti-spyware and Anti­
virus software 
Also Includes: Power cables, Keyboard, Mouse, New Speakers 

(a) State the amount of: 
i. Primary storage 
ii. Secondary storage 

(b) Define the term operating system. 

(c) Discuss whether this computer would be a suitable purchase for an student starting m year 1. 

[2 marks] 

[2 marks] 

[6 marks] 
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Networks 
Networks are increasingly important as more devices like laptops, PDAs, and smart phones feature wireless network­
ing options. The Internet has grown from 361,000,000 users in 2000 to 1,971,000,000 users just ten years later. Networks 

. allow global collaboration and sharing of information and ideas like never before. In this chapter you will discover how 
networks operate and how it is possible to locate and access information on computers across the world from the corn­
fort of your horne. 

Network Components 
Clients and Servers 
Computer networks exist in many places, from small 
horne networks with just a few family computers, to huge 
corporate networks with thousands of devices attached. 
All but the smallest of networks tend to be client-server 
networks-the computers attached to the network act in 
one of two roles-as servers (of which there tends to be 
fewer) or as clients (of which there tends to be more). 

Servers are computers that are assigned responsibility for 
certain tasks for the whole network, and provide services 
to other computers (the clients). File servers store users' 
files and data, and control access to them. Application 
servers perform a similar function for software applica­
tions, which can be delivered to any client computer on 
the network. They may also manage software licences 
(see page 55). Print servers manage any printers attached 
to the network, controlling access to them and maintain­
ing a queue of documents waiting to be printed. 

Many organisations have large databases of information, 
either for internal use by staff or external use by custom­
ers. A database server hosts this information and manag­
es access to it. 

Several security functions are also performed by servers. 
An authentication server, sometimes called a domain 
controller, is responsible for processing login requests 
and determining whether a user should be allowed access 
to the network and its resources. If a network is connect­
ed to the Internet, a server will often be dedicated as a 
firewall, managing security of information corning in and 
out of the network (see page 73). If an organisation hosts 
its own web site, rather than using an external hosting 
company, it will need a web server to store the web pag­
es and serve them to users who connect. Similarly, an 
email server handles email for a network if an external 
service is not used. 

In smaller networks one server may perform several or 
even all of these tasks, while on large networks each task 
may have an individual server, or even a group of serv­
ers, dedicated to it. Server computers normally have a 

higher specification than regular desktop computers be­
cause they must deal with many clients requests at once. 
They often feature multiple processors and extra RAM. If 
the server is responsible for storing a lot of data such as 
user files, a web site, or a shared database, it will proba­
bly have multiple hard disks offering several terabytes of 
storage, often arranged as a RAID array for maximum 
reliability and fault tolerance (see page 38). 

Client computers are regular desktop, laptop, or mobile 
computers that connect to a network to use its services. 
Small horne networks may feature only two or three cli­
ent computers while a large business may have hundreds 
of client computers in one location or spread across the 
country or the globe. When connecting to a network, cli­
ents normally have to authenticate themselves using a 
usernarne and password. 

Shared devices 
Sharing devices such as printers over a network provides 
many benefits. Most obviously, if an item such as a print­
er is attached to one computer and shared, there is no 
need to buy a separate printer for every user, thus saving 
large amounts of money. Most printers are not used con­
stantly, so even a large number of users can share just one 
device without having to wait in line. Sharing devices 
also means users have a choice of devices-for example 
choosing between a low quality black and white inkjet 
printer and a high quality colour laser. 

Figure 4-1 Many modern servers are blade servers, making it 
easy to connect many of them into a server enclosure (above). 



Figure 4-2 Network hub 

Shared devices may connect directly to a network hub or 
switch using an Ethernet or USB connection, or they may 
be attached to a server or client computer. In the latter 
case they will only be accessible if the connected comput­
er is switched on and if they have been explicitly shared 
by the owner. 

Hubs, routers, and switches 
Hubs, routers and switches all perform a similar basic 
task, but the way in which they operate is different and 
has implications for network performance and 
cost. Hubs, routers, and switches all include a 
number of Ethernet ports, allowing multiple com-
puters to be connected to them. The number of 
ports depends on the model: 8, 16, 32 and 64 ports 
are common configurations. If a network adminis-
trator needs more ports it is easy to link two or 
more devices together. Many devices also have l 
Wi-Fi capabilities to allow clients to connect wire-
lessly. Most feature a series of status lights to indi­
cate whether a cable is connected at both ends 
(this is useful when trying to fix a network con-

Hubs and switches are both used to connect multiple 
computers on the same Local Area Network (LAN). 
Routers have a slightly different task: they connect two or 
more separate networks. For example, a switch will con­
nect all the computers on a school network, while a router 
will connect the school network with another network, 
such as the Internet. The router acts as a gateway through 
which all data entering and leaving the network passes. 
This enables a router to perform a number of additional 
tasks, including filtering information that passes through 
it (perhaps only allowing access to certain computers). 

Broadband routers are often supplied by Internet Service 
Providers (ISPs) when installing Internet access at a home 
or small business. Broadband routers effectively combine 
the functions of a router (connecting your home network 
to the Internet), with the features of a switch (allowing 
you to connect multiple computers to form a home net­
work). 
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nection where the cable is many metres long), and 1 1 

whether data is being sent over the connection. 
The difference between hubs, switches, and rout- 192.168.0.6 192.168.0.7 192.168.0.8 192.168.0.9 
ers is how they broadcast data. 

Hubs are the most basic and cheapest of these 
devices: when a hub receives data, it simply re­
broadcasts it to every connected device­
including the one that sent it! Computers simply 
ignore data if it is not intended for them. This 
method of operation has implications for network 
performance because a lot of bandwidth is wast­
ed sending unnecessary data over the network. 

Switches are like smarter versions of hubs. They 
inspect the data they receive to determine the 
intended destination, and then forward it to only 
the intended recipient. This saves a bandwidth 
compared to a hub. 

192.168.0.6 192.168.0. 7 
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Network Switch 

. . .. 

1 

192.168.0.8 192.168.0.9 
Figure 4-3 Hubs broadcast data to all connected computers (top), while 
switches send it only to the Intended recipient (bottom) 
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Network Architecture 
Network architecture refers to the way computers are 
logically organised on a network, and the role each takes. 
In a client I server network, one of the most common 
architectures, one or more computers act as servers that 
provide services to the rest of the network (the clients). 
This is a very common arrangement because having a 
central server provides many advantages. Files located on 
a server can be accessed by their owners from any client, 
meaning users are not tied down to one particular com­
puter. This reduces the impact on work if a client com­
puter needs repair, and also makes it easier to backup 
files regularly as they are stored in a central location. Se-
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curity can also be improved because the server will au­
thenticate users and control access to shared resources, 
which is easier and less error-prone than managing secu­
rity on separate clients. 

In a thin client network, the client computers rely heavi­
ly on a server not only to store files and applications, but 
to run software on the client's behalf. The thin client 
merely acts as a terminal for accepting input and display­
ing output. In extreme examples, the server will even run 
the operating system on behalf of the thin client: the client 
contains only enough software to initialise the hardware 
and network connection, and connect to the server. The 
heavy reliance on servers for the bulk of their work 

File and print servers 

Login request 
: .. ~· .. ' ., ....................... " .... ~ .......... ~ ~ ............... : 

Input from thin client 

Output I results 

User files 

Thin client terminals 

Application servers running 
software for clients 

Figure 4-4 In client 1 server networks (top), servers centrally manage access c~ntrol a~d p.rovide a single locatio~ for file ~torage. In 
thin client networks (bottom), servers provide even more functionality, even runn1ng applications on behalf of the clients, wh1ch merely 
provide the input and output. 
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Monitoring networks 
Network monitoring systems are used by network administrators to continually monitor a network and its users. The 
administrator can be automatically notified by email or pager if any networked devices fail or if the network starts to 
exhibit performance problems. Two protocols which are commonly used to monitor networks are Simple Network 
Monitoring Protocol (SNMP) and Windows Management Instrumentation (WMI). Network monitoring systems per­
form checks including: 

• Checking if pages on a organisation's web site are accessible 
• Checking that response time from a web site is within an acceptable range 

• Checking email servers are receiving email and able to send outgoing email 

• Checking that network traffic is being routed correctly, for load balancing. 

• Monitoring of server resources (CPU utilisation, disk space, memory)- for load balancing purposes 

• Checking if bandwidth is being used efficiently 

• Performing traffic shaping-giving more bandwidth to higher priority applications or users 
• Looking for unusual traffic patterns which could indicate an intrusion or infection by a worm or virus 

Network monitoring software records data 
into a log file which can be checked later by 
the network administrator. 

If a network administrator is alerted to a 
problem but is away from the network, re­
mote access can be used to investigate the 
problem. Remote access tools allow a user to 
login to a system as though they were actu­
ally physically present, including seeing a 
copy of the computer's screen and user in­
terface and interacting with it. Because a 
network administrator's account is a desira­
ble target for unauthorised users, remote 

access is usually restricted to particular com- Figure 4-5 Microsoft Network Monitor showing network traffic. 
puters and communication sent over a virtual 
private network (VPN). 

Audit Trails 
Individual users can also be monitored, including their login and logoff times, files and web sites accessed, emails sent 
and received, and even key strokes made. This information is usually recorded in a system record called an audit trail, 
which provides a chronological list of all actions taken. Audit trails are useful tools for ensuring network policies are 
being followed by users, and for investigating problems or potential security breaches. In fields where information se­
curity and privacy are critical, audit trails are an essential tool in ensuring network policies and local laws are being 
followed. Page 188 covers monitoring employees actions in more detail. 

Load Balancing 
Load balancing is an optimisation technique to make sure that bandwidth and network facilities such as servers are 
efficiently used. Larger web sites have multiple web servers servicing the needs of site visitors. Load balancing ensures 
that visitors are equitably distributed among the different servers, helping prevent individual servers from being 
swamped by traffic, and improving the response time for everyone. Load balancing can be achieved through configura­
tion of networks switches. Load balancing can take place dynamically, so if one machine is performing a CPU-intensive 
task, less work can be assigned to it until the task is finished. Similarly, the load balancer can automatically stop dele­
gating tasks to a server if it stops responding for any reason. In this situation, the load balancer helps implement a failo­
ver system (see page 38). 
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means thin clients can have very low specifications com­
pared to so-called fat clients found on other networks. In 
particular, thin clients often have no secondary storage 
devices, a relatively slow processor, and only a small 
amount of RAM. 

Peer-to-peer Networks 
On a peer-to-peer network every client (peer) has equal 
status and there is no central authority or server. Peer-to­
peer networks are common in homes and small business­
es where a dedicated server is not needed or is too expen­
sive. On a peer-to-peer network each computer shares the 
files from its own hard disk and other machines are able 
to access them (assuming they are shared with the correct 
permissions). As there is no central server, user accounts 
have to be made on each machine for each user who 

I 

Figure 4-6 Peer to peer networks have no central authority or control 

Exercise 4-1 

wants access. Peer-to-peer networks are limited in their 
usefulness once more than a few users are connected, as 
the lack of a central server to provide file storage and 
security features quickly becomes a problem. 

Peer to peer networks should not be confused with peer 
to peer file sharing tools. Peer to peer file sharing tools 
are a way of sharing files over the Internet without a cen­
tral server. Every user both downloads the data they need 
and uploads the data they have. This allows quicker 
downloading than from a single server. 

Peer to peer file sharing have acquired a reputation as a 
means to illegally spread copyrighted material, though 
they have many legitimate uses. They are covered in 
more detail on page 275. 

I 

Investigate the local area network at your school. Which services are provided by servers, and which are undertaken by 
clients? Would you classify it as a client/server, thin client, or peer-to-peer network? Explain your answer. 

Exercise 4-2 
Construct a diagram that shows a local area network which you know, such as the one at your school or your home. On 
the diagram be sure to include the key elements of networks: clients, servers, shared devices, hubs and switches, and 
routers. Where possible indicate the type of connection that is used between the devices (see page 76). 

Exercise 4-3 
In what types of situations would a thin client network be useful? Explain the advantages compared to a traditional 'fat 
client' network. r6 marks] 

'ill"-' 



Firewalls 
A firewall is hardware or software that determines which 
data is allowed to enter and leave a network. Hardware 
firewalls can be dedicated computers or can be built into 
network routers. Software firewalls are programs that can 
be installed to do the same job. If a software firewall is 
installed on a desktop computer (rather than a server}, it 
is sometimes referred to as a personal firewall. 

Firewalls help secure a computer by preventing network 
access from external unauthorised users, and also control 
which users and programs are allowed to connect to an 
external network such as the Internet. Firewalls can be 
configured to allow or block traffic using a number of 
methods: 

IP addresses - IP addresses of specific computers can be 
allowed or denied access. For example, if a Denial of 
Service (DoS) attacked is being committed, the IP ad­
dresses of the attacking machines can be blocked. 

Domain names - access to particular web sites, such as a 
social networks, can be blocked by specifying their name. 

Protocols & Ports - different protocols such as HTTP 
(web browsing}, SMTP and POP3 (mail}, and FTP (file 
transfer) can be blocked or allowed as needed. These pro­
tocols usually use a standard port - for example, port 80 
for HTTP. Either protocol or port can be blocked. 

Figure 4-7 Firewall rules in the Microsoft Windows firewall 

Outb<.>uoo Rules 

Application program-individual programs can be 
granted or denied network access. This can be useful for 
programs that connect to the Internet without consent -
such as programs that try to automatically update them­
selves or report usage statistics. 

Firewalls also raise some ethical issues. While they allow 
home users and organisations to control access to their 
networks, ISPs and governments can use similar technol­
ogy to deny access to some services. Page 290 examines 
the ethical issues related to government control of infor­
mation on the Internet. 

Proxy Servers 
Proxy servers act as a middle step between two comput­
ers-usually between a computer on a LAN and a web 
server on the Internet. All communication between the 
two passes through the proxy, allowing it to perform a 
number of tasks, including caching, filtering, and logging 
data. Because of this, proxy servers are a common way to 
implement firewall functionality and record logs of users' 
web activity. 

Caching is a process used to speed up activities such as 
web browsing. Proxy servers keep a copy of commonly 
requested material, such as a web page, in a storage area 
called a cache. When a user requests the web page, the 
proxy server provides it from the local cache rather than 
retrieving it from the Internet, speeding up the process 
and reducing bandwidth use. 
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Types of network 
Local Area Networks (LAN) 
Networks are often classified according to their geo­
graphical size. A network is considered a Local Area Net­
work (LAN) if it is confined to one geographical area 
such as a horne, an office building, or a school campus. 
Even though the area may be quite large (as on a school 
campus) all of the computers belong to the same organi­
sation. LANs are common because they provide many 
advantages, allowing users to log in from anywhere in 
the organisation, offering easy sharing of peripherals, 
files and applications, and helping the organisation man­
age its systems centrally. Users can also quickly com­
municate using email, and work together using collabora­
tive tools. 

Wireless LANs (WLAN) 
A Wireless LAN (WLAN) is a local network in which 
some or all devices connect wirelessly. In businesses and 
schools it is common for some computers to have wired 
access using Ethernet cables while other devices like lap­
tops and PDAs connect using Wi-Fi connections. In other 
places, such as freely provided networks in some cities, 
only wireless access may be offered. Wireless networks 
need special security precautions, explained on page 110. 

Personal Area Networks (PAN) 
A Personal Area Network (PAN) is created when devices 
such as mobile phones or PDAs are connected to a com­
puter. A PAN is normally no bigger than a few metres -
the space of a desk or a small room. A PAN is normally 
used to transfer data or synchronise devices (for example, 
updating contact details from a phone to a laptop or 
downloading photos). Bluetooth, USB cables, and IrDA 
(infrared) are common ways of creating PANs. 

MANs and WANs 
Metropolitan Area Networks (MAN) 
cover relatively large areas like 
very large university campuses 
or even cities. Usually a MAN 
is a series of local area net­
works connected together. 
For example, different gov­
ernment departments in the 
same city might connect 
their LANs to form a MAN, 
enabling more effective shar­
ing of information. 

Even larger networks, covering multiple cities or coun­
tries, are known as Wide Area Networks (WAN). The 
best example of a WAN is the Internet - a WAN formed 
by connecting many computers and LANs together to 
form a network of networks. Other examples of WANs 
include businesses that have offices in multiple cities: 
connecting the networks at each office location with each 
other forms a WAN. In order to ensure security of busi­
ness data travelling over the network, VPNs are often 
used too. 

Storage Area Networks (SAN) 
A storage area network is a specialised network dedicat­
ed to storing data. SANs contain multiple hard disks 
which are attached to a LAN using high speed optical 
fibre connections. The SAN storage appears to client com­
puters as local storage (i.e. as though it is a hard disk in­
side the client computer) and can be used in the same 
way. It is even possible to use servers without local hard 
disks and configure them to boot from a SAN. The ad­
vantage of a SAN is that all storage is maintained in a 
single location- making backup tasks much easier. It is 
also easier to add storage and distribute it across network 
clients. 

Figure 4-8 A Local Area Network 
connecting to a Wide Area Network 
using a router. 

WAN (Internet) 



Virtual Private Networks (VPN) 
Wide area networks like the Internet are inherently inse­
cure because of the way data travels across them (see 
page 80). There are ways around this, such as encrypting 
email, but it is cumbersome and error prone to do this 
manually for every communication. A Virtual Private 
Network (VPN) uses encryption to create an encrypted 
tunnel from one computer to a local network in another 
location, over a public network. For example, a travelling 
businessman in a London hotel can use a VPN to connect 
to his company's LAN in the main New York office, al­
lowing him to access the LAN's resources (such as shared 
files and printers) as though he were actually in the New 
York office. The VPN software automatically encrypts all 
data sent backwards and forwards through the tunnel, 
meaning transactions are secure from eavesdroppers. 

Home worker 
using dialup 

Home worker 
using home DSL 

Networ !S_s 

VPNs are particularly useful when an organisation has a 
lot of users who travel a lot and must connect from re­
mote locations which may not be secure (such as cafes, 
hotels, or airports). Commercial software vendors as well 
as open source projects offer various VPN software. 

Virtual LAN (VLAN) 
A Virtual LAN connects geographically separated com­
puters or LANs into one virtual network. The concept is 
similar to a VPN except entire networks connect with 
each other, rather than just individual computers. VLANs 
are becoming more common as businesses increasing 
have geographically separated offices, but need to share 
more and more business information between them. 

Client computers 

Mobile 
worker using 
publicWiFi 

Figure 4-9 Virtual Private Networks are often used for security when sending data over a public network. 



Network Connections 
Wired Connections 
A wide variety of methods are used to connect computers 
to one another. The option used will depend upon the 
distance between the computers, the bandwidth required, 
the cost of the connection, and whether a wireless or 
wired connection is desired. 

Fibre optic cables transfer data by sending light down an 
extremely thin glass tube. Fibre optic connections are 
extremely fast, able to transfer data at well over 40 Gbps 
(Gigabits per second), and each cable is able to contain 
multiple independent optical fibres. Fibre optics also 
suffer less signal loss than other cables when travelling 
long distances. However, they are also extremely expen­
sive - around $70 per metre. This has meant uptake by 
home and even business users has been relatively slow. 
At the moment fibre optics are mainly used for high 
speed backbone connections which deal with huge vol­
umes of traffic. 

Cable Internet access is one of the most common forms 
of broadband Internet access in homes. Cable uses the 
existing cable television network to transfer data, remov­
ing the need to install an additional cabling just for Inter­
net access. In the same way, DSL (Digital Subscriber 
Line) connections use existing telephone networks. A 
cable MODEM is used to convert the data for use over 
the network. 

The main advantage of these methods is that relatively 
high speed connections can be achieved without the need 
to lay additional networks dedicated to computer data. 
This also helps reduce the cost. One problem with cable 

Figure 4-10 Modems (left) are used to connect a computer to a 
telephone line, while Bluetooth is used to connect devices over 
a short range (middle, right). 

networks is that users in the same area (for example, the 
same street or block) will normally share the same net­
work, reducing bandwidth if there are many concurrent 
users. 

Dialup is a relatively old technology that connects com­
puters to a network using a standard telephone line. Be­
cause computers are digital but telephone lines are ana­
logue, the computer must be connected to a MODEM 
(Modulator-Demodulator) to use the telephone network 
in this way. Dialup connections were common before 
broadband Internet access became widely available. The 
main problems with dialup are the relatively slow speed 
(up to 56 Kbps) and the fact that the telephone line can­
not be used for anything else while connected. Another 
problem is that dialup connections, like telephone con­
nections, must be paid for by the minute -which can 
quickly become very expensive. 

The term Ethernet can be used in a number of ways, but 
in this context refers to the Ethernet cables that are the 
standard cables used for many Local Area Networks 
(LANs). Ethernet cables can transfer data at high speed 
over relatively short distances (usually less than 100 me­
tres). Different versions of Ethernet exist, including fast 
Ethernet (100 Mbps) and 10 Gbit Ethernet (10 Gbps). Even 
faster connections can be attained by using multiple ca­
bles - 100 Gbit Ethernet uses this technique. Computers 
on Ethernet networks must have a network card that sup­
ports the network speed being used. 



Wireless Connections 
WiMax (Worldwide Interoperability for Microwave Ac­
cess) is a wireless technology designed to transfer data 
over distances up to 50 kilometres. Bandwidth is relative­
ly high - over 50 Mbps - but reduces with distance. Wi­
Max is well suited to providing Internet access to homes 
in areas where laying cables would be difficult, or provid­
ing hotspot access to a large areas, such as cities. 

Wi-Fi (Wireless Fidelity) is a standard for wirelessly con­
necting devices in a relatively small area, such as an 
office. Wi-Fi devices connect to a wireless router, and 
from there to the Internet. Wireless networks have be­
come common as the number of laptop computers and 
mobile devices increases. Many hotels, cafes, and shops 
now offer wireless hotspots to their customers, allowing 
Internet access while on the move (page 110 covers the 
security precautions related to public wireless hotspots). 
Wi-Fi networks are based on the IEEE 802.11 series of 
standards, which includes 802.11b, 802.11g, and 802.11n. 
The primary difference between these standards is their 
bandwidth, with 802.11n offering up to 108 Mbps. 

Bluetooth is a wireless technology used only for short 
distance or personal area networks (PANs). Bluetooth is 
often used to connect computers to mobile phones, cam­
eras, game controllers, and other peripheral devices. It is 
also used to connect wireless headsets to music players or 
mobile phones. 

3G and 4G (3rd Generation and 4th Generation) are 
standards for wireless communication that operate using 
the mobile phone network. Smart phones and the MO­
DEMS in some laptop computers use these standards. 
Because they use the mobile phone network, 3G and 4G 
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Up to 108 Mbps 
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Over40Gbps 
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· Measuring Network speed 
The amount of data a network can transfer at once is 
referred to as its bandwidth. Older, dialup network 
connections are referred to as narrowband because of 
their low speed. More modern cable connections are 
referred to as broadband connections. Higher band­
width networks are needed for tasks that involve large 
amounts of data transfer, including video conferencing, 
Voice over IP (VoiP) calls, and quickly downloading 
large files. 

Bandwidth is measured in bits per second (bps), kilo­
bits per second (Kbps), megabits per second (Mbps), 
and gigabits per second (Gbps). 

connections do not require the user to be near a Wi-Fi 
hotspot, making them good solutions for mobile Internet 
access. 

While the 3G standard offers at least 200 kbps, 4G offers 
speeds of at least several mbps. However, speed varies 
greatly depending on signal quality, and some phone 
companies limit data usage to a few gigabytes and charge 
heavily for additional data. 

~------------------------------------------------~, 
' Common Mistake I 

I 

Network speeds are measured in bits per second l 
I 

(bps}, not bytes per second. This is a common source of : 
confusion. If your Internet connection is 1 Mbps, the ! 
speed is not 1 megabyte per second, but 128 kilobytes : 

I 

p r second (since there are 8 bits in a byte). l 
I ' , 

~------------------------------------------------; 
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Dialup 

WAN 

WAN 

10 Mbps-100 Mbps (home connections are usually bandwidth capped) 

56Kbps 

3G WAN 200 Kbps 

4G WAN 5-20 mbps in use 

Bluetooth PAN Up to2Mbps 

Figure 4-11 Speeds of typical network connections 



Communicating on a network 
In order to send and receive data on a computer network, 
there needs to be a way of identifying both the sender 
and the receiver. 

MAC Addresses 
A MAC (Media Access Control) address is 
a unique number built into virtually every 
network device. Unlike IP addresses which 
can be shared in some cases, each MAC 
address is unique. Typically MAC address­
es are stored in a device's ROM, since they 
are not designed to be changed. For this 
reason a MAC address is sometimes called 
a hardware address. MAC address filtering 
is sometimes used on wireless networks to 
prevent access by unauthorised devices. 
However, although designed to be unique 
and permanent, it is relatively easy for a 
competent user to change, or spoof, their 
MAC address. 

Protocols 

Internet 

Unique public IP add1'9S888 
for Internet facing servers 

145.2.45.128 

A protocol is a set of rules about how to do 
something. Communication on a network 
could not occur without networking proto­
cols. Different protocols are used for differ­
ent types of communication. 

Private IP addresses 
used Inside the LAN 

Figure 4-12 Private IP addresses are used on a LAN 

IP 
The Internet Protocol (IP) governs how devices on a net­
work are identified and how information is routed be­
tween them. Despite its name, the Internet Protocol is 
used on many networks, not just on the Internet. 

On an IP network each machine is assigned an IP address 
which uniquely identifies it on that network. An IP ad­
dress contains of four groups of digits separated by dots 
(such as 192.168.2. 5). IP addresses can be configured 
manually on each computer on the network, but in order 
to avoid address conflicts (where two or more devices 
have the same IP address), addresses are normally as­
signed to computers by a DHCP (Dynamic Host Control 
Protocol) server, which keeps track of the addresses it has 
assigned. 

With millions and millions of computers in the world, 
each one cannot have a unique IP address. Therefore the 
IP protocol features private addresses which are only 
used by computers on private networks such as LANs. 
The computers communicate within the LAN using these 

private addresses. Because they are only used with indi­
vidual networks, the same private address can be used by 
other computers on other networks. For example, in fig­
ure 4-12, the private IP address 19 2 . 16 8 . 0 . 1 0 is used 
by two computers-but there is no conflict because they 
are on separate networks. 

When a private network is connected to the Internet, the 
network gateway (typically the router) is assigned one 
public IP address which represents the entire network on 
the Internet (see figure 4-12). Public IP addresses must be 
unique. 

TCP 
The Transmission Control Protocol (TCP) is the 'other 
half of one of the most common network protocols, TCP/ 
IP. While the IP protocol deals with the addressing of 
individual devices and routing data between them, TCP 
deals with ensuring that data is sent and received correct­
ly. If a packet of data is lost on the network due to an 
error, TCP is in charge of making a request for the data to 



How are IP addresses assigned? 
When your router connects you to the Internet, it is assigned an IP address by your ISP. This may change each time you 
connect (dynamic IP) or it may remain the same (static IP). But how does your ISP know which IP address to assign you 
to avoid conflicts with the millions of other Internet users? All IP addresses are managed by lANA, the Internet As­
signed Numbers Authority . lANA assigns blocks of IP addresses to different Regional Internet Registries (RIR), who 
manage IP addresses in different geographical regions. For example, LACNIC (Latin America and Caribbean Network 
Information Centre) manages all territory south of Mexico. In tum, these regional authorities assign addresses to Inter­
net Service Providers. Finally, when you connect to your ISP, it assigns you one of the IP addresses from its allocation. 
A side effect of this assignment is that a user's location can be deduced from their IP address, since a record exists of 
which IP addresses are assigned to each geographical region and ISP. This geolocation has implications for privacy, and 
is one of the main reasons why it is virtually impossible to maintain anonymity on the Internet. 

Regional 
Internet 
Registries 

Country 
specific 
ISPs 

End users 

lANA 

& homes & homes 
Figure 4-13 Assignment of IP addresses is handled by lANA 

be re-sent. For ITGS, it is sufficient to understand that 
TCP/IP is a group of rules that government how data is 
sent over a network, and that an IP address is used to 
identify machines on that network. TCP/IP is used on the 
Internet as well as many LANs. 

Ports 
Ports identify the services available on networked com­
puters. For example, when connecting to a web server to 
retrieve a web page, your computer will connect to port 
80 because that is the standard port used by the HTTP 
protocol. Similarly, when web server software is run on a 
computer, it will 'listen' to port 80, waiting for connection 
attempts. Ports are used so that one computer can offer 
many different services in a standard way. Some common 
ports are given below: 

Port Service Port Service 

25 SMTP (email) 53 DNS (see page 80) 

80 HTTP (web) 443 HTTPS (web secure) 

110 POP (email) 

The future of IP Addresses 
The current IP addressing system (technically called 1Pv4) 
uses 32 bit addresses, meaning there are a total of around 
4.3 billion possible IP addresses (232

). According to the 
Internet Assigned Numbers Authority (lANA), there 
were 150 million unassigned addresses remaining in Sep­
tember 2010 1

• This might seem like a lot, but new ad­
dresses are being assigned at a rate of 243 million a year. 
In other words, very soon there will be no IP addresses 
left for new users! The solution to this is the adoption of a 
new standard, IPv6. IPv6 uses 128 bit addresses, given a 
total of 2128 (4.3 x 1038

) addresses- easily enough for the 
foreseeable future. 

Try It Online 
Visit www.itgstextbook.com for examples of online 
tools related to networking and IP addresses. 



The Internet 
The Internet Backbone 
The Internet is a network of networks. All over the globe, 
networks from schools, businesses, organisations, univer­
sities and homes are joined together to create one much 
larger network. Local networks such as home or business 
users are connected via Internet Service Providers (ISP). 
In turn ISPs are connected to national Network Service 
Providers (NSP). NSPs are large companies that sell ac­
cess to the Internet backbone-the series of high speed 
links which connect major geographical areas. 

Backbone cables often run under oceans and are usually 
high speed fibre optic cables. Backbones need to be high 
speed because huge amounts of Internet traffic - every­
thing from 'below' them on the network - travels through 
them. 

Figure 4-14 shows a section of the undersea backbone in 
Africa. There are major backbones running off the East 
and West coasts of Africa, making land at key points. For 
example, the relatively new Seacom backbone runs 
through the Indian Ocean and makes land in Mombasa, 
Kenya. From Mombasa, this connectivity 'filters down' to 
the rest of Kenya-to Kenyan Internet Service Providers 
and then down to individual Kenyan homes and busi­
nesses. The Seacom backbone provides an essential link 
to East Africa because there is virtually no land based 
backbone infrastructure. This means almost all Internet 
traffic from Kenyan users will travel through the Seacom 
backbone to its destination. 

Data Routing 
The infrastructure of the Internet is important when con­
sidering how data is communicated between computers. 
It should be clear that when you send an email or access a 
web page, your data does not go directly to recipient's 
computer. For that to be possible, you would need a di­
rect cable between your computer and every person or 
web site you were ever going to communicate with -

Internet Failure? 

clearly not possible. Instead data must travel through 
many other systems before it reaches its destination. This 
happens extremely quickly so you are unlikely to notice it 
except for routes that require many 'hops'. 

For example, consider a computer which sends an email 
from a Mombasa, Kenya to Vigo, Spain. When the user in 
Mombasa clicks send, the data travels from his computer 
(via the LAN if he is using one) to his Internet Service 
Provider. His ISP sends the data to a National Service 
Provider, which is connected directly to the Internet back­
bone (in this case, probably the EASSy or Seacom cables 
shown in figure 4-14). The data travels through the back­
bone, utilising the cables up the east and north coasts of 
Africa, and through the Mediterranean, possibly moving 
between backbone connections (the precise route may 
vary). An Internet backbone hits land near Vigo, Spain. 
At this point the reverse happens-the email travels from 
a Spanish NSP, down to the recipient's ISP, then to the 
recipient's computer. If the recipient was not near a un­
dersea backbone connection, the process is similar, except 
additional land-based backbone may be used before 
reaching the destination ISP. 

Data travelling across the Internet is this manner enables 
fast global communication, and is relatively tolerant of 
faults because data can be re-routed to alternative paths if 
needed. However, there are also implications for privacy 
and security. Any of the systems through which data 
passes en route to its destination can potentially view or 
alter that data. This means it is a bad idea to send sensi­
tive information such as personal details or credit card 
numbers through email. Online shopping and banking 
systems also face this problem, which is why data to such 
sites is always protected with SSL or TLS encryption to 
guard against electronic eavesdroppers (see page 108). 

In early 2008 tens of millions of people in the Middle East and Asia lost their Internet connections. The 
cause: a primary backbone cable, running under the sea from Italy to Egypt, had been accidentally cut by a 
ship performing work on the sea bed. Because there were few alternative connections to Egypt, up to 60% of 
the available bandwidth was lost, with tens of millions of users affected2

• 

Failures like this highlight our growing dependence on the Internet for many of our daily activities. India, 
reported to have lost 50% of its Internet capacity, has a booming hi-tech industry which is extremely reliant 
on fast, available Internet access, while users in Pakistan and Saudi Arabia were also affected. 
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Figure 4-14 Undersea cables form the majority of the African Internet backbone. Connectivity is carried into the African interior through 
land based backbones which connect with the undersea cables. 



Trace Route 
To view the precise route data takes as it travels to a destination, you can use the Tracert command. To do this you need 
to open a command prompt (the Terminal on MacOS). Enter the tracert command and a destination, for example: 

tracert www.google.com 

After a short pause, the 'hops' in the route start appearing: 

Tracing route to www.l.google.com [74.125.229.210) 
over a maximum of 30 hops: 

0 192.168.2.2 [Originating computer) 
1 190.53.3.1 [Amnet ISP, El Salvador) 
2 205.211.227.2 [Amnet ISP, El Salvador) 
3 200.12.229.65 [Amnet ISP, El Salvador) 
4 84.16.9.13 [Telefonica ISP, Spain) 
5 94.142.126.30 [Telefonica ISP, Spain) 
6 213.140.43.141 [Telefonica ISP, Spain] 
7 84.16.6.118 [Telefonica ISP, Spain] 
8 209.85.253.118 [Google, Atlanta] 
9 216.239.46.94 [Google, New York] 
10 74.125.229.210 [Google, California] 

The output indicates the IP address of each 'hop'. Hop zero (192. 168.2.2), is a private IP address-the machine from 
which the trace was started. Hop 1 (190.53.3.1) belongs to Amnet, an ISP in El Salvador. Hops 2 and 3 are also located in 
El Salvador. Hop 4 (84.16.9.13) belongs to Telefonica, a Spanish ISP with ties to Central America. The IP addresses in 
hops 5, 6, and 7 also belong to Telefonica. The IP addresses in steps 8, 9, and 10 all belong to Google, Inc. Hop 8 is ap­
parently located in Atlanta, Georgia, hop 9 in New York, and hop 10 in Mountain View, California, where Google is 
based. So in this example data has travelled through nine different computer systems to reach its final destination. 

Domain Names and DNS 
Although IP addresses help computers identify each oth­
er on a network, they are not very useful for humans be­
cause they are hard to remember and they give no indica­
tion of the purpose of a computer. Instead, URLs 
(Universal Resource Locators) are used, such as 
www. i tgs textboo k. com/ inde x. html. These are gen­
erally short enough to remember but provide enough 
details about the owner or content of the web site (if the 
name is chosen wisely). A URL has several parts: 

i tgstext book . com- The domain name 
. com- The Top Level Domain (TLD) 
www . i t gs t extboo k. com- The hostname 
index. html - The file name 

There are a variety of top level domains including: 
Org-Mainly used by charities and non-profits 
Mil- Military sites 
Edu- Educational sites 
Gov-Government sites 
Country specific TLDs such as uk, us, sv, and ke. 

A system called the Domain Name System (DNS) is re­
sponsible for translating domain names that people type 

into their web browser address bars into IP addresses 
that computers can use to locate each other. DNS consists 
of servers connected to the Internet whose purpose is 
simply to map these domain names to IP addresses. Do­
main names and numeric addresses are interchangea­
ble-for example, entering 74.125.229.51 in a web brows­
er address bar will take you to the same place as typing 
www.google.com-to the computer it makes no differ­
ence (but the latter is easier for us to remember) . An 
attempt to falsify DNS data to commit crimes is called 
DNS poisoning (see page 105). 

Internet Protocols 
HyperText Transfer Protocol (HTTP) is the protocol that 
governs communication between web servers and web 
browsers (which is why every web address starts with 
the letters http). Every time you visit a web site, your 
browser is using http to communicate with the web serv-

Did You Know? 
Some top level domains have been removed over 
the years. Czechoslovakia (cs), Yugoslavia (yu), 
East Germany (dd), Zaire (zr) and Nato (nato) 
have all fallen into disuse since the creation of 
the domain name system. 



er which houses the site. HyperText Transfer Protocol 
Secure (https) is a version of the http protocol designed to 
encrypt data to provide communication secure from 
eavesdroppers. This is essential for sensitive transactions 
such as sending passwords or bank account details. Https 
uses Transport Layer Security (TLS) or Secure Socket 
Layer (SSL) encryption to achieve this security. A secure 
web connection is indicated by a https at the start of the 
web site address and there is often a padlock icon some­
where in the browser window too. 

Synchronous or Asynchronous Transfer 
Data transfer between computers can occur either syn­
chronously or asynchronously. In asynchronous transfer, 
the sender and receiver are not synchronised in terms of 

Protocols in Action: How HTTP works 

Networl<s 

time. This means the recipient does not know when to 
expect data to arrive. The sender must therefore attach 
information to each to piece of data transferred, telling 
the receiver where the data starts and stops. Asynchro­
nous transfer is fine for simple, irregular communication, 
but the need to add start and stop indicators wastes band­
width and reduces overall communication speed. 

In synchronous transfer, the sender and receiver syn­

chronise times and agree on a transfer rate before the start 
of the transfer. They then transfer data at fixed, regular 
intervals. This allows faster data transfer. 

When you enter a web site address in your browser, the IP address of the site is found using DNS. Your browser makes 
an initial request for the main page of the web site (usually called index.htm or index.htrnl) with the http GET com­
mand: 

GET index.html HTTP/1.0 

In turn the web server will send a response, such as the one below: 

HTTP/1.0 200 OK 

The number 200 is the HTTP code for success, followed by the message 'OK'. After this will come the contents of the 
requested file, which the browser will parse and display. 

' If a web page has graphics in it, your browser will make individual GET requests to retrieve those files too. The web 
browser doesn't return the graphics along with the initial file because you might not want the images- you might be 
using a text-only web browser or have switched images off in your browser. A request for an image might look some­
thing like this: 

GET imgs/logo.jpg HTTP/1.0 

Similarly, if you click a link on a web page, the browser sends a HTTP request for that resource: 

GET exam timetable.html HTTP/1.0 

Each time the destination web server will return a response and the required data. If you have ever seen an error mes­
sage like '404 - File not found' in your browser, then you have seen the HTTP protocol in action. 404 is the error that the 
web server returns instead of '200' when you have requested a file that cannot be found: 

HTTP/1.0 404 Not found 

Receiving this response from the web server prompts your browser to display an error message page. Using the HTTP 
protocol web servers and web browsers are able to communicate and send information in both directions. All of this 
'conversation' happens invisibly, and so quickly that you wouldn't even notice it. Yet without the HTTP protocol web 
browsing would not be possible, because there would be no standard way for your web browser to request resources 
from a web server, and there would be no way for it to return the data you wanted. 



The Internet or the Web? 
Many people use the terms Internet and World Wide Web 
interchangeably, but technically they are distinct. The 
Internet is the physical network of computers across the 
globe, using the TCP/IP protocol to operate. 

The World Wide Web is just one of the services that runs 
over the Internet, providing access to interlinked web 
pages containing text and images. As described on page 
82, the World Wide Web uses the HTTP protocol. 

There are many other services that also run over the In­
ternet, each using their own protocols. Email, instant 
messaging (IM), peer-to-peer file sharing networks (not to 
be confused with peer to peer networks described on 
page 72), Voice over IP (VoiP), and FTP are all services 
that use their own protocols running on top of the Inter­
net's TCP/IP protocol. For example, email uses the SMTP 
(Simple Mail Transfer Protocol) and POP3 (Post Office 
Protocol), while FTP uses the File Transfer Protocol, and 
many peer-to-peer systems use the BitTorrent protocol. 

Figure 4-15 Many different services run through the Internet 

Egypt 'switches off the Internet' 
On 28 January 2011, headlines Aew across ·international new networks: 'Egypt sw.ltches off Internet', 'Egypt severs In­
t rnet conne tion', and 'Egxpt Disconnect-eel'. What had occurred tum d out to b th biggest shut down of Intern t 
access in history, ironically motivated in part by th Tnlemel and its ability to unit people. The previou days had een 
growing unrest in Egypt with many anH-govemm nt protesters taking to the slre ts. Se mingly unable to prevent the 
protests, and with n ws that protesters were using services like social networks 
and instant m ssaging to organise themselves, the Egyptian govertunent literally 
witched ff th tnternet for a.lntost the entir ountry. Even mobile devices and 

smartphones w r affected. N difficult technical tricks w r us d - instead, th 
nation's TSPs wer simply instructed to stop U1eir s rvices. In moments, a nation f 
nearly $3,000,000 was disconnected. 

However, despite th block a small number of users were abl to get internet ac­
ce s using di<!lup modems3

• In th rest of the world, both main tream and so ial 
m dia buzz d with up-to-the-minut> n ws and images of the prote ts. Despit 
their attempts to control the fnternet, th government faced in reasing numb r of 
protesters, with up to 250,000 in Cairo alone by January 31, and protests ca rrying 
on through much of 2011. 



What is web 2.0? 
Web 2.0 refers to web sites that allow users to contribute 
information as well as view it. For this reason, it is some­
times called the read/write web, to distinguish it from 
the first web sites which only allowed viewing of infor­
mation (the read only web). Web 2.0 sites often make use 
of user generated content and tagging systems to catego­
rise data. Web 2.0 is not a technical standard; merely a 
term used to describe a style of web site or service. Exam­
ples of web 2.0 technologies include: 

Blogs-Sites which keep a chronological list of posts. 
Blogs are often used like individual journals, as well as 
an easy way to post news updates on a given topic. Usu­
ally blog readers can comment on postings. Sites like 
Blogger and WordPress allow anyone to easily create 
their own blog. 

Microblogs are similar to blogs except that posts are lim­
ited in length. The most famous microblog, Twitter, lim­
its posts (called Tweets) to 140 characters. 

Wikis-Web sites that can be edited their users. Probably 
the most famous example of a wiki is Wikipedia - the 
free encyclopaedia which allows anyone to edit its con­
tents. Wikis consist of a series of pages that are linked 
together, just like a normal web site. 

Social bookmarking-Tools which allow users to share 
their favourite links and tag them with keywords that 
describe their contents. Social bookmarking sites like f . 

Diigo and Delicious allow users to search by tag to find 
sites other users recommend when investigating that 
topic. 

Social networks-These are now some of the largest sites 
on the Internet. The biggest, Facebook, has over 800 mil­
lion users4

• Many social networks are designed for leisure 
purposes, enabling people to stay in contact with friends 
and family. Others, like Linkedin, are used by people to 
keep in contact with business contacts, search for jobs, 
and find business partners. 

RSS-A push-technology which allows users to view 
updates to web sites without having to repeatedly visit 
the site to check for changes. By configuring an RSS news 
reader with RSS feeds, any changes to monitored web 
sites are automatically displayed in the reader. RSS tech­
nology is often used when information changes frequent­
ly, such as on blogs, news pages, and auction sites. 

Podcasts and Vodcasts-At their most basic, podcasts 
are sound files which are downloaded to a computer or a 
music player. Many podcasts focus on a particular topic 
(such as language learning or news) and authors regular­
ly make new episodes available for download, alerting 
their listeners using RSS feeds. Podcasts can be down­
loaded from a web page as normal audio files, or sub­
scribed to using podcast client software ('podcatcher soft­
ware'). Podcast clients have options for searching for 
podcasts by topic and downloading the latest episodes as 
they become available. Apple's iTunes is one of the more 
common podcast programs available. Vodcasts are simi­
lar except they feature video as well as audio. Podcasts 
and vodcasts have a variety of uses including education 
and entertainment. 
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Figure 4-16 Wikipedia, the encyclopaedia anybody can edit, is 
probably the most famous example of a wiki 

The Future of the Web: Web 3.0? 
Web 2.0 was seen as an innovation ov'er what became 
known as web 1.0, allowing more interaction and collab­
oration from users. Opinions are divided on what form 
'web 3.0'- the next evolutionary step in the history of the 
world wide web -might take. Suggestions include: 

'An Internet of things' where many everyday devices are 
Internet connected, communicating with other devices, 
sharing their data, and able to be controlled remotely. 

'A semantic web' where metadata is added to data to 
enable machines to understand its meaning. This could 
improve searches by understanding the relationship be­
tween items of information. 

A '3D interactive web' where information is presented as 
three dimensional virtual worlds represented by realistic 
graphics. 



Chapter Review 
Key Language 

3G email server MAN switch 
4G Ethernet Mbps synchronous transfer 
application server fibre optic microblog tagging 

; asynchronous transfer file server MODEM TCP/IP 
audit trails firewall narrowband thin client 
authentication server FTP network administrator Top-Level Domain 
authorised access gateway Peer to peer upload 
backbone Gbps Personal Area Network URL 
bandwidth hardware address personal firewall Virtual Private Network 
blog home network port VLAN 
Bluetooth host print server WAN 
bps HTTP protocols Web2.0 
cache HTTPS proxy server Web3.0 
client computer hub push technology web server 
client I server Internet Protocol read I write web Wi-Fi 
database server Internet Service Provider remote access wiki 
DHCP IP address router WiMax 
dialup Kbps RSS wireless hotspot 
Domain Name System LAN server WLAN 
domain names log file social bookmarking www 
download login social network 
DSLI cable MAC address Storage Area Network 

Exercise 4-4 
Match the terms on the left with the definitions on the right. 

1) Server A) A computer which connects to a network and uses the resources the network has. 

2) Client B) A network within a small area, such as an office building or a shopping mall. 

3) LAN C) A computer which is in charge of certain tasks on a network, or which is used to 
share things with other computers on the network. 

4) WAN D) A device which is used to connect a LAN network to the Internet 

5) Router E) A network that may spread over several countries and continents. The Internet is 
the best known example of one of these. 

6) Hub F) A device used to connect computers to each other on a LAN 

7) Switch G) A more advanced version of a hub 

8) ISP H) This is the type of cable that is used to connect most computers to a network. 

9) Shared devices I) The most common way of connecting computers to a network without using wires. 

10) Ethernet J) Another name for a client computer 

11) Wi-Fi K) Items like printers that can be used by many different people on the network. 

12) Workstation L) A company that gives access to the Internet. 



.. ~ 
Exercise 4-5 
Calculate the time taken to transfer the following files over a network: 

a) A 400KB image over a dialup connection. [2 marks] 
b) A 300MB software download on a 1MB cable connection. [2 marks] 

Exercise 4-6 

Imagine a video stream that contains 215 KB of data each second. Calculate the type of connection technology which 
would be needed in order to view the stream smoothly. [2 marks] 

Exercise 4-7 
A household has a family desktop computer, two laptop computers, and two mobile phones. They wish to setup and 
configure a home network to provide Internet access throughout the house. Explain the items of hardware and soft­
ware which may need to be purchased. [4 marks] 

Exercise 4-8 

An organisation has a Local Area Network connecting around 100 computers. The network administrator needs to 
formulate an acceptable use policy for the network's users. Explain four provisions which would be included in the 
policy. [8 marks] 

Exercise 4-9 
Research the concept of 'network neutrality' and its opposite, a 'two tier Internet'. 

a) Outline these two concepts and how they would affect key stakeholders. [4 marks] 
b) Explain how a two tier Internet system could be achieved, using technical language. [4 marks] 
c) Discuss the benefits and drawbacks of network neutrality. [8 marks] 

Exercise 4-10 

(a) Identify two hardware components of a network. 

(b) Define the term thin client network. 

(c) Explain how a network administrator can control access to resources on a network. 

Exercise 4-11 

(a) State two units used to measure network speed. 

(b) Define the term Metropolitan Area Network. 

(c) Explain how computers on a network are identified. 

Exercise 4-12 
Decide whether the following statements are true or false: 

a) 

b) 
c) 

Hardware address is another term for an IP address 
An IP address can uniquely identify any computer in the world 
A modem is needed for all connections to the Internet 

d) Fibre optic cables are one of the fastest types of network connection 
e) Local Area Networks always have at least one server 
f) Data transmitted over the Internet travels through several hosts before reaching its destination 
g) Network switches are used to connect several networks together 
h) A peer to peer network has no centralised server 

Servers perform jobs including user authentication i) 

[2 marks] 

[2 marks] 

[6marks] 

[2 marks) 

[2 marksJ 

[6 marks] 

I 
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Security 
Computer security is the process of protecting hardware, software, and data from unauthorised access, while allowing 
authorised users to perform their work. As computers are more commonly connected to networks like the Internet, se­
curity risks come from an increasing number of places. Additionally, as more users store and transmit sensitive infor­
mation such as credit card details electronically, so the rewards for criminals become greater. 

Individuals, organisations, and governments need to be aware of the potentially serious consequences of security prob­
lems: unauthorised users can access data and alter or destroy it, threatening its integrity, or they can steal copies of it, 
causing potentially serious legal, financial, and privacy problems. Undetected hackers can also plant malicious software 
into a compromised system to gather data surreptitiously, or use compromised computers as a stepping stone to com­
mit further crimes on other computers. 

This chapter discusses the security risks faced by computer users, the implications of security failure, and preventative 
measures and solutions. 

Authentication 
Authentication requires users to prove their identity so a 
system knows they are genuine, authorised users. Au­
thentication techniques can be broadly divided into three 
categories: 'something you know', 'something you have', 
and 'something you are'. 

Something you know 
Passwords and PINs fall into this category. Passwords 
are one of the most common ways of securing data, hard­
ware, and systems from unauthorised access. Passwords 
must be chosen carefully-short passwords, or those 
based on common words, can be easily guessed. For this 
reason the term passphrase is sometimes used instead of 
password, to indicate that a longer series of characters is 
needed. The general rules when selecting a password are: 

• Use more than 12 characters 
• Use upper-case and lower-case letters, numbers, and 

symbols 
• Use different passwords for each system, to limit 

problems if one password is compromised 
• Change passwords frequently 
• A void using real words, names, or dates 
• Never write down passwords 

One way to generate a complex password which is easy 
to remember but hard to guess or crack is to think of a 
line from a book, song, or poem. Then take the first letter 
of each word to generate the password. So the line A lone­
ly impulse of delight, drove to this tumult in the clouds, would 
become the password 'alioddtttitc'. This could be further 
enhanced by swapping some digits for numbers, such as 
the letter 0 for a zero, or adding symbols. This should 
help create a relatively strong but easy to remember pass­
word. 

Figure 5-1 A security token displaying a one time passcode, 
used in addition to a username and password for authentica­
tion. 

Something you have 
The 'something you have' paradigm requires a user to 
have a physical object in order to authenticate them­
selves. An every-day example is a key - you cannot ac­
cess your car or house without having the appropriate 
key in your possession. 

In IT, security tokens are commonly used. Most are simi­
lar in size to a typical key ring so that the owner can easi­
ly carry them at all times. Some tokens contain biometric 
data such as fingerprints or a cryptographic certificate 
(see page 108) to identify the owner, and connect to the 
computer system using a wireless technology or a USB 
port. 

Other security tokens generate one time passwords­
unique numbers which are generated based on a secret 
key the token shares with the computer system. The user 
inputs this number together with their normal password, 
and the computer can verify that the number is correct 
and that it came from the correct security token. 



Like passwords, security tokens are not perfect. The main 
disadvantage is that they can be lost or stolen quite easily. 
For this reason, security tokens are normally used in con­
junction with other authentication methods, such as pass­
words or biometrics. Using more than one authentication 
method is known as multi-factor authentication, and is 
used where tight security is required. 

Something you are-Biometrics 
Biometrics is the process of using part of a person's body 
to identify them. Fingerprints, iris patterns, face shape, 
and voice patterns are commonly used. Biometrics have a 
clear advantage over passwords and security tokens be­
cause body parts cannot be lost, stolen, or forgotten 
(usually). They are also unique for each user- even iden­
tical twins have different fingerprints. It has also been 
generally considered quite hard to forge biometric data 
such as fingerprints, although some attempts have been 
successful (see pages 92 and 301). 

The primary problem with biometric systems is that they 
are never 100% accurate. Even images of the same per­
son's fingerprints, eye, or face will vary due to lighting, 
environment, changes in the body, and even the time of 
day. This means that biometric systems must attempt to 
make a good match rather than an exact match with the 
stored biometric data. There will always be a margin of 
error. 

If a system fails to recognise an authorised user, it is said 
to have generated a false negative. This can be annoying 
and inconvenient, but at least allows the user to try the 
authentication again. Much more dangerous is a false 
positive - when an unauthorised user is mistakenly al-

How does password authentication work? 

Figure 5·2 Fingerprint and Iris recognition are two common 
forms of biometrics. 

lowed access because the system mistakes their data for 
that of an authorised user. A good biometric system 
needs to find a balance that minimises both false nega­
tives and false positives. 

For security reasons, computers generally do not store passwords as plain text. Instead, a one-way function is used to 
generate a cryptographic hash of password. It is not possible to retrieve the original password from the hash, making it 
safe to store the hash. 

When a user attempts to log in, another cryptographic hash is generated from the password they enter. This hash is 
compared with the stored hash value. If the two match, the computer can determine that the passwords match and the 
user is authenticated. The value of this system is that the password itself is never stored on the system, nor is it sent 
over a network-both of which would be security risks. 

Is this web site secure? 
Not all systems use this method- some do store passwords insecurely. If a web site or 
system is able to send you a reminder of your 'forgotten' password, this clearly means 
your password is stored in a way accessible to the administrators of the system (whom 
you do not know or trust). In contrast, if the 'forgotten password' function simply sends 
you a new password, this is likely because the administrators of the system do not have 

Password -:=-~.1r 0• ,o:...tr · ~ ,-,,\1,; 1' 

access to your old password (because it is stored as a cryptographic hash). This is a Good Thing. 



Another problem with biometric data is that - unlike 
passwords - it cannot be retracted. If a password is dis­
covered, it can be easily changed to something new, 
denying access to the unauthorised user. But a person 
cannot change their fingerprints or voice if their biometric 
data is somehow captured and misused! This makes the 
issue of biometric data privacy very important. 

Biometric enrolment 
Before they can be used, biometric systems need to collect 
data during a process known as biometric enrolment. 
This involves collecting biometric samples from users 
along with their identity. When the system takes a sample 
of, for example, a fingerprint, it does not store an image 
of the fingerprint. Instead, the computer analyses the 
fingerprint, looking for the key features and measure­
ments, and produces a biometric template containing 
these values. This biometric template is stored for future 
use. When the user tries to authenticate themselves with 
the system, another biometric sample is taken and used to 
produce a biometric template. The new template is com­
pared with the one old. If they match sufficiently, the user 
is authenticated. 

User accounts and levels of access 
While passwords, security tokens, and biometrics allow 
users to authenticate themselves, most system adminis­
trators do not want all authenticated users to have the 
same access privileges. On a school network for example, 

Biometric Enrolment (at earlier time) 

Biometric 
reader 

Biometric Authentication (at later time) 

Biometric 
reader 

Did You Know? 
In 2006 the television program MythBusters was able to 
fool a variety of fingerprint readers and gain unauthor­
ised access to the system by making latex or gel copies 
of fingerprints. Some biometric readers were even 
fooled by photocopies of fingerprints. In other cases, 
the team had to lick the fingerprint copy in order to 
simulate a sweaty finger! 

In 2008 a German hacker group even managed to clone 
the fingerprints of the German Home Secretary and 
distribute copies (see page 301). 

students, teachers, administrators, and possibly even par­
ents are all authorised users. However, different areas of 
the system may need restricting from different users. Are­
as such as exam papers and confidential reports must be 
accessible to teachers and administrators, but not stu­
dents. Sensitive data such as medical records may be ac­
cessible to the nurse or doctor, but inaccessible for all 
other users, including teachers. Financial data may be 
required by administrators but no other users. Some re­
sources, such as teaching materials must be accessible to 
both students and teachers, but there may be a desire to 
stop students from changing or deleting the data. Finally, 
guest users might be given access to a very limited set of 
resources - wireless Internet access and perhaps a shared 
printer, for example- but nothing else. 

No 
Rejected 

..__Ye_s---~~~Authenticated 

Figure 5-3 Biometric enrolment must take place before the system can be used 
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Exercise 5-1 
Consider the passwords that you use for common tasks like logging into your computer, email, social networking sites, 
and so on. How many of those passwords meet the criteria in the table below? How many of your passwords would 
you consider strong? 

Password for Password Password uses Password uses Password uses Password age (last 

length numbers? uppercase and symbols? changed?) 

(characters) lowercase? 

Windows 24 Yes Yes Yes Last month 

Power-on 

Email 

Exercise 5-2 
Answer the questions below for each of the biometric examples on this page. 

a) Find at least five measurements that a biometric system might take from this part of the body. 
b) What problems might arise with this system in the short term? 
c) What problems might arise with this system in the long term? 
d) How unique is each measurement likely to be? 
e) What might be appropriate places to use this system? 

Exercise 5-3 
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.. . 

At the 2001 Super Bowl, a new biometric technology was tried out on sports fans for the first time. Facial recognition 
software, linked to security cameras at the stadium entrances, scanned the face of everybody entering, and compared 
them with a police database of known criminals6

• 

a) Unlike most systems, this system did not require people to stand still to submit a biometric sample-it was 
capable of working from live video feeds. Explain why this is so significant. [4 marks] 

b) Describe what the risks might be if this system gave a false negative or a false positive. [4 marks] 
c) Discuss the benefits and drawbacks of using such a system. [8 marks] 
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Most operating systems provide a means to grant access 
privileges to individuals or groups of users. Usually a 
series of rights can be assigned including the ability to 
read (view), write (modify), and delete material. This can 
be done on individual files, folders, drives, and resources 
such as printers. 

In order to keep each user's files safe from other users, 
operating systems normally assign every user a home 
directory. This gives full access privileges (read, write, 
delete) to the user who owns it and denies access to any 
other user. 

Usually the system administrator account (called the root 
user in Unix and Linux) has full access to all items, re­
gardless of any configured permissions. 
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GrouP or user names: 
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Figure 5-4 Configuring security permission (access 
privileges) on a folder in Microsoft Windows 

Hacking 
Hacking (also called cracking) refers gaining unauthor­
ised access to computer systems. This is usually done by 
exploiting weaknesses in the target system's security, 
such as problems with network security or vulnerabilities 
in specific software being used on the system. Once a 
hacker has compromised a system, information will often 
be stolen-especially valuable personal data such as cred­
it card numbers and passwords. 

Hackers use a variety of tools and techniques to gain ac­
cess to a system, perhaps the easiest of which is social 
engineering. This involves simply tricking or manipulat­
ing a person into revealing their password or other sensi­
tive data. Social engineering attacks can be quite effective, 
especially against inexperienced users. Techniques in­
clude watching over a person's shoulder as they type 
their password, or calling a company's technical support 
department and impersonating a genuine user, pretend­
ing to have forgotten your password. In a large organisa­
tion it is unlikely that every employee is known personal­
ly to the technical department, and an inexperienced 
technician could be tricked into resetting the user's pass­
word. Another increasingly common social engineering 
technique is phishing, explained on page 104. 

Software tools are also used by hackers. A packet sniffer 
is a program that captures data as it travels over net­
works. Like most tools, packet sniffers have genuine uses 
(such as helping diagnose network problems), but can 
also be used maliciously (by capturing sensitive data as it 
travels over the network). 

Key loggers are designed to capture every keystroke 
typed by users. Hardware key loggers plug into the com­
puter between the keyboard and the keyboard port. Soft­
ware key loggers run in the background, silently record­
ing key presses. Most anti-virus software will try to de­
tect software key loggers. 

A password cracker is a program designed to guess pass­
words. Some use a dictionary attack to simply try every 
word in a list of known English words (or words in some 
other language) until the password is found. Dictionary 
attacks can easily be thwarted by avoiding the use of real 
words as passwords. Other password cracking tools uti­
lise brute force methods to try literally every single com­
bination of characters until they guess the correct pass­
word. For example, they would try every single letter of 
the alphabet individually, then move on to aa, ab, ac, and 
so on, until the maximum password length is reached. 
Because of this, brute force cracking tools are extremely 
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Figure 5-5 Many software programs automati­
cally download the latest security fixes as 
soon as they are available 
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slow, with the number of combinations to be tried being 
number-of-letterspassword length. Even trying ten mil-

lion passwords a second, it would take years to try all 
combinations for a long password. 

Many computer systems attempt to make the use of pass­
word cracking tools harder by limiting the number of 
times a user can try to login before their account is tem­
porarily locked. Other systems impose a small delay (e.g. 
one second) between login attempts, which is barely per­
ceptible to a human but seriously hampers tools which 
could otherwise try millions of passwords each second. 

OS fingerprinting tools are used to give more infor­
mation about a target system, such as the versions of op­
erating system and web server software it is running. 
This is important information for an attacker because they 
can then investigate known flaws in those software ver­
sions. 

Hacking in Action 

Security Updates 
Software vendors frequently release patches for their 
system - updates which offer fixes for performance or 
security problems. Downloading and applying these up­
dates is an important part of keeping computer systems 
secure, because new vulnerabilities in programs are con­
stantly being found. Many hackers use vulnerability 
scanner tools to test a system for vulnerabilities which 
have not been patched, so they can exploit them. 

Most modern operating systems and programs have built 
in features for automatically downloading updates. 

Is cyber-terrorism a real threat? 
The fear of cyber-terrorism - computer based terrorist 
attacks against infrastructure such as power grids, wa­
ter treatment plants, and emergency response systems 
- has risen in recent years. Page 304 covers the risks 
and technologies of cyber-terrorism and cyber-warfare. 

In 2008 US Republican candidate Sarah Palin's webmail was compromised by hackers. The attack was relatively simple: 
the attackers used the password reset mechanism of her email account and, when asked for her personal details, they 
used details freely available on the Internet. This enabled the attackers to reset Palin's password and leak her emails 
onto the Internet 1• 

In June 2009 a web hosting company lost the web sites of 100,000 customers after its servers were attacked. The compa­
ny had updated its software with the latest security patches but the attackers targeted a newly reported, and unfixed, 
vulnerability - a so called zero day exploit. The attackers deleted large amounts of data from the servers. Many of the 
customers had signed up for hosting without backup facilities, meaning they were unable to retrieve their data2

• · 



Malicious software 
Viruses 
Viruses are malicious programs designed to replicate 
themselves and cause damage to computer systems. Vi­
ruses usually attach to other programs or email attach­
ments, and are triggered when a user opens the program 
or attachment. When the host email is spread, or when 
the host program is copied to another computer, the virus 
also spreads. At a given point, such as a certain date or 
after a certain number of infections, viruses trigger their 
payload, which might include deleting or overwriting 
files, or even wiping the hard disk. 

Macro viruses are written using the macro programming 
languages designed in automate tasks in some software, 
such as word processors, spreadsheets, and databases 
(see page 192). Because they can be configured to run 
automatically when a document is opened, macro viruses 
can easily and quickly infect computers. 

Worms 
Worms are similar to viruses, but spread without any 
user interaction. For example, if the user opens a worm­
infected email attachment, the worm might immediately 
copy itself to other machines on the network (looking for 

How does anti-virus software work? 

unprotected machines) or automatically forward itself to 
everybody in the user's email address book. In addition 
to the data-destruction effects of computer viruses, 
worms also cause problems by consuming large amounts 
of bandwidth as they propagate (MyDoom reportedly 
infected over 75,000 in about ten minutes in 2004) 3

• 

Trojan Horses 
Instead of spreading on their own, Trojan horses rely on 
tricking the user into downloading and running them. 
They do this by pretending to perform a useful or desira­
ble task (for example, posing as games or even as anti­
virus software). Once run, the Trojan horse delivers its 
payload, which often takes the form of spyware, or enlists 
the infected machine into a botnet (see page 98). 

Spyware 
Spyware is a form of malware which monitors the user's 
activities without their knowledge or permission. This 
might be to serve them advertisements targeted to their 
behaviour, or it might include more sinister uses such as 
stealing personal files or using a key logger to capture 
usemames, passwords, and credit card details. It is even 
possible for malware to record visually the user's screen 
in order to gather such information. 

Virus scanners use a variety of techniques to protect users. Most use a virus definition file (also called a virus signature 
file) to help them identify known viruses. Because new viruses and variants are constantly being released, these defini­
tion files need frequently updating. Several anti-virus companies release new definitions at least once every day, and it 
is important to configure anti-virus software to download these updates. 

On demand virus scanners check specific files that the user has selected for anti-virus scanning. Real time scanners run 
in the background of the computer and scan all files before they are opened. Program files will be scanned each time 
they are run, and files downloaded from the Internet will be scanned as they are saved. Real time scanners provide a 
convenient and transparent method of checking files, at the expense of a small amount of speed when opening files. 
Many modem anti-virus programs will also integrate themselves into web browsers to prevent visits to malicious web 
sites. 

Heuristic scanners attempt to identify viruses without using defini­
tion files. Instead, they look for suspicious, 'virus-like' activity. This 
helps the scanner identify new viruses for which there are no anti­
virus definitions, such as modifications of existing viruses. Many 
anti-virus programs combine both definition based scanning and 
heuristic scanning. 

Finally, some anti-virus software uses blacklists to prevent access 
to web sites known to host viruses and other malware, and prevent 
the download of known malicious files. The advantage of these sys­
tems is that they do not need to be running continuously on the 
computer: running them once configures the computer's HOSTS file 
to prevent access to banned sites. 
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Figure 5·6 The Spyware Blaster anti-malware pro­
gram, with a blacklist of known malware which it will 
transparently block. 



Infamous Computer Viruses and Worms 
CIH I Chernobyl (1998) 

Security 1 

In the late 1990s the CIH virus spread across global computers. Its payload was extremely destructive, wiping the parti­
tion table on users' hard disks and erasing the flash memory in the BIOS. Although a lot of data could be recovered 
from damaged hard disks, machines with damaged BIOS chips needed a replacement before they would even boot. 

Melissa (1999) 
The Melissa virus took advantage of the macros feature (see page 192) built into Microsoft Word and Excel. The virus 
sent itself to the first 50 people contained in an infected machine's address book. In addition to mass-mailing, other vari­
ants of the virus delete files and the contents of documents. 

I Love You (2000) 
This worm used the email subject line 'I Love You' to entice users to open the email. Doing so caused the worm to email 
itself to everybody in the user's email address book. Within a week 'I Love You' had infected 50 million computers. The 
worm also overwrote important files with copies of itself. 

Code Red (2001) 
The Code Red worm infected over 350,000 computers by attacking web sites running Microsoft Internet Information 
Server (Microsoft liS). The worm defaced web pages with the phrase 'Hacked by Chinese' and also launched denial of 
service attacks on the White House web site. 

Slammer(2003) 
Slammer was a rapidly spreading worm, infecting up to 75,000 machines in less than ten minutes. As with Code Red, 
Slammer infections caused global Internet slowdowns as bandwidth was consumed by the duplicating worm. This 
brought down many Internet routers and networks, including cash machine networks and airline reservation net­
works-a good example of how viruses and worms can impact computers even without damaging files or data. 

Stuxnet (2010) 
Stuxnet was something never seen before - a worm that attacked the computers used in industrial equipment and the 
specific programmable logic controllers (PLCs) inside them. The worm was designed to infect any machines, but only 
damage industrial machines containing Siemens equipment. Such control equipment is often used in power plants, wa­
ter treatment and distribution systems, and power and gas systems. In early 2011 the US government and the Israeli 
intelligence service Mossad were accused of engineering Stuxnet to sabotage Iran's nuclear weapons program, which 
uses exclusively Siemens equipment for the process of nuclear fuel enrichment. Stuxnet renewed fears that future mal­
ware that might attack critical infrastructure as part of a cyber-terrorism or cyber-warfare campaign (see page 305). 

Rootkits 
Rootkits are a particularly hard to remove form of mal­
ware. They generally infect a machine as the administra­
tor (root) user, and use a variety of techniques to hide 
their presence from the user and the operating system, 
including altering the operating system so the rootkit's 
process is not displayed in the list of running processes. 

Rootkits are by their nature very difficult to detect and 
remove, and often a fresh operating system installation is 
the only way to guarantee an uninfected computer. How­
ever, some rootkits can even infect a computer's BIOS, 
activating themselves before an operating system is even 
loaded-meaning even reinstallation will not solve the 
problem. Although rootkits can have some genuine uses, 
the term generally refers to their use as mal ware. 

Impacts of malicious software 
Data destruction is a common goal of malicious software 
(malware). Some malware programs simply display an 
annoying message on the screen when they trigger, while 
others can be very destructive. Effects including erasing 
or overwriting data and programs or even making the 
computer unbootable by damaging the operating system 
(see CIH virus, above). Even 'harmless' viruses can cause 
damage and problems for systems administrators as they 
must spend valuable time cleaning and repairing ma­
chines, restoring corrupted program files, and checking 
for damaged data and programs. 

Increasingly, malware is used to infect computers with 
backdoors, which allow them to be controlled by an un­
authorised remote user. Such infected machines are 



r Chapter 5 

known as zombies. Criminals gangs control hundreds or 
even thousands of zombies at once to form botnets­
groups of computers under their control. Botnets are used 
to send out spam or phishing email, or to distribute fur­
ther malicious software. They can also be used to perform 
Distributed Denial of Service attacks on other computer 
systems. Botnets offer criminals an easy way to commit 
their crimes without fear of being caught. There are even 
examples of criminal gangs renting botnets to other crimi­
nals to perform their crimes. 

Law enforcement agencies and computer companies are 
in a constant battle to combat botnets. In 2001, Microsoft 
and the FBI managed to shut down two large botnets: 
Rustock and Kelihos. Kelihos consisted of 41,000 compro­
mised computers, capable of sending 3.8 billion spam 
email messages every day. Rustock was even bigger-up 
to 250,000 computers, and was thought to be responsible 
for almost half of all global spam being sent at the time of 
its shutdown4

• 
5
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Drive-by downloads 
Drive-by downloads are programs which are download­
ed or installed automatically, without the user's consent, 
when they visit a web page. They are typically used ei­
ther to infect a system with some form of malware, or to 
make money by tricking the user into buying security 
software that they don't need. JavaScript, ActiveX, and 
Java are technologies that can be used to create enhanced, 
interactive web pages, but can also be misused to deliver 
drive-by downloads. This is particularly true if a user's 
Internet or web browser security settings are set too low. 

Other drive-by downloads may attempt to trick the user 
into clicking something to activate the download. Figure 
5-9 shows a common technique-using a false error mes­
sage, ironically often informing a user about a virus infec-

Infiltrating the Pentagon 
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Figure 5-7 Some web sites use fake operating system or 
anti-virus error messages to trick users into downloading 
malware. Here even the title bar and red close button are 
fake-clicking anywhere will trigger the download. 

tion. Extreme examples like figure 5-7 show images 
which look like a window generated by the operating 
system, including a title bar and close button. Clicking on 
these windows (including the fake close button) will trig­
ger the download of malware. A good way to safely close 
windows like this is to use the keyboard shortcut (Alt-F4 
in Microsoft Windows). 

Denial of Service attacks 
A denial of service attack involves bombarding a com­
puter system with so many requests that it is unable to 
keep up, slowing down its response, or even causing it to 
crash. It is similar to the idea of bombarding a telephone 
switchboard with calls - after a certain number of users 
are calling, others will need to wait in line to get through. 
Distributed Denial of Service attacks (DDoS) use many 
computers (possibly thousands) to attack a system. Often 
these are zombie computers that have been compromised 
and taken over by mal ware to form botnets. 

In 2008 a US Ministry of Defence employee picked up a discarded USB flash drive in the car park of a US military base 
in the Middle East. Believing the flash drive to be lost and trying to identify its owner, the employee inserted it into a 
military laptop. What happened next was later described as 'most sig­
nificant breach' ever of US military computer networks7

• 

The flash drive had not been accidentally lost: it had been placed in the 
car park by a foreign intelligence agency, and was infected with the 
Agent.BTZ worm. Inserting the flash drive automatically triggered the 
worm, silently infecting military computer networks and establishing 
back doors which allowed data to be transferred to servers outside of 
the US network. The Pentagon did not reveal how much, if any, data 
had been copied outside of its control, but it is estimated that it took 
over a year to remove the worm from the compromised systems. 

Figure 5·8 The Pentagon: compromised by a 
USB flash drive. 
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DoS attacks are hard to combat because they consist of 
genuine requests to the target system - such as a request 
for a web page. The problem is that there are so many 
requests that the target cannot service them. DDoS attacks 
are even harder to fight because the disruptive requests 
come from many different machines, making blocking the 
sources ineffective. 

Avoid Malicious Software 
There are a number of measures that can be taken to re­
duce the chances of being infected by a malicious soft­
ware. Advice for good practice includes: 

Vulnerabilities found 

Your computer Is Infected by spyware - 25 serious threots are found while sconnlnQ your nes 
and reQistry. It Is stror.tf recommended to entirely clean your coq,uter In order to protect 
the system against future Intrusions. 

0 Upgrade to full version of VirusResponse Lab 2009 security kit to clean your 
computer and prevent new s.ecurity and privacy attacks. Vou will have daily updates 
and online protection against Internet attacks. 

~ivate VirusResponse lab 2009 1 I Stay unprotected ] 

• Install anti-virus software and make sure the virus 
definitions are regularly updated. Most anti-virus 
software also offers protection against spyware and 
other malware. 

Figure 5-9 A fake spyware alert from Virus Response Lab 
2009-a well known piece of malware 

• Configure web browser security settings to disallow 
unsigned code such as ActiveX controls 

;-------------------------------------------------~ ( \ 

Common Mistake : 

• Only download new software from well known, 
trustworthy sites, and scan it with anti-virus soft­
ware before use. 

• A void common sources of mal ware such as illegal 
downloads of software. 

• Never open an email attachment you were not ex­
pecting-even if it comes from somebody you know. 

• Never click on a popup window which occurs while 
browsing. 

• Maintain a backup of your data in case your comput­
er is infected. 

• Educate other users in your family about avoiding 
viruses, and in the case of young children, supervise 
them online. 

Computer Security and the Law 

In an exam, giving recommendations such as 'be care­
ful where you download software' is too vague. You 
need to be precise and give the exact steps a user 
should take to protect themself. 

--------------------------------------------------' 

The Computer Misuse Act (1990) is a UK law governing unauthorised access to computer systems. The law provides 
I for a prison sentence of 5 years and up to a £5000 fine for three offences: 

i. Gaining unauthorised access to a computer system 
1 ii. Gaining unauthorised access to a computer system in order to commit further crime (for example, stealing credit 

card data to commit fraud) 
iii. Unauthorised modification of data stored on a computer 

Additions and amendments were made to the Act in 2006 to increase the length of sentences and add a further offence 
of 'intent to impair operation of computer'. This additional offence was aimed specifically at providing a penalty for 
committing Denial of Service attacks, which some felt were not covered under the law previously. 

I 
I 
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I 
I 
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I 
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Spam 
Spam refers to unwanted messages that are sent to many 
users at once. Although it usually refers to email messag­
es, spam can also take the form of unwanted phone text 
messages (SMS), online chat, and comments on public 
bulletin boards and blogs. Spam messages usually adver­
tise products ranging from dubious web sites to illegal 
products such as unregulated prescription drugs or coun­
terfeit items. Some spam messages are scams which try to 
entice the user into sending money to an overseas bank 
account - usually with an elaborate back story (see page 
102). These messages are known as 419 scams or some­
times 'Nigerian scams' because of the common origin of 
these emails. Other spam is simply used as a method to 
deliver viruses or worms using infected attachments. 

Spamming Techniques 
Spammers use a variety of techniques to entice users into 
opening their emails. A common approach is to include a 
subject line which appears personal, such as 'here is that 
document you asked for', suggesting the recipient knows 
the sender. This is particularly effective if the spam is sent 
by a virus or a worm, because the sender may actually be 
a person the recipient knows. 

Spam sometimes offers links or attachments supposedly 
offering the latest news or images of famous people. For 
example, less than a day after the death of singer Michael 

Jackson, spam email purporting to offer information 
about his death was being sent around the Internet. A 
similar thing happened after the death of Osama bin lad­
en in 2011. The technique of 'hijacking' global news 
events is used by the spammer on page 102. The email 
contains a fairly standard story about 'lost' money which 
can be reclaimed ($35,000,000 in this case). In this case the 
background story is supported by a link to news article 
about a real plane crash-the spammer has cynically used 
the name of a real person and a link to a genuine web 
page which reports his death. Of course, this does not 
prove the email is genuine-and it obviously isn't. 

Impacts of spam 
One obvious effect of spam is the potential exposure to 
malware infected attachments. This can have a serious 
impact on businesses, whose networks can be quickly 
infected by just one user triggering a virus or worm (see 
page 97). Large amounts of spam also slow down email 
servers, consuming disk space and bandwidth - possibly 
preventing users from completing their normal work. For 
example, many email inboxes have limited storage space, 
and large amounts of spam can fill this, forcing new 
emails to be bounced back to their sender. Sifting through 
dozens of emails to find the genuine ones also consumes 
time and increases the risk of missing an important email. 
In some cases businesses may need to buy additional 
storage for their email servers to address this. 
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]yluunav5241@bluewin.ch 
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Figure 5·1 0 The Bulk Mail folder of an email account. The messages with subjects like 'Attention. Dear' are generally 419 scams. 
Notice that some of the messages contain attachments, some of which are probably virus-infected. 



Anti-spam software is now essential for many businesses, 
but it also means more expense. Software has to be 
bought, installed, and constantly updated. This costs 
money and valuable time. 

Businesses also lose money because their employees are 
less productive when they must deal with large amounts 
of spam. One survey calculated that each employee 
spends 7.3 minutes every week dealing with spam­
adding up to $71 billion of lost productivity in the US8

• 

Businesses who do use email for marketing need to be 
very careful about how they do it. Appropriate and genu­
ine information can be useful, but bombarding customers 
with advertisements and special offers will quickly earn 
the business a poor reputation and users may flag their 
messages as spam. Page 210 discusses e-marketing tech­
niques. 

Finding email addresses 
A common way for spammers to find valid email ad­
dresses is to use software spam bots to scan through 
thousands of web pages looking for email addresses. The­
se might be written in the web page, in the HTML code as 
a mailto tag, or used in web forms that users fill in and 
send. 

Another technique which is becoming more common is to 
randomly try combinations of common names with com­
mon email providers to see if they generate a valid email 
address. Although this technique might not generate gen­
uine addresses, for the spammer there is little to lose as 
the cost of sending such emails is so low-especially as 
most spam is sent using botnets. 

Security ~ _ 

Did You Know? 
Up to 200 billion spam emails are sent each day-an 
estimated 80% to 97% of all email sent. 

Pharmaceutical products account for 64% of all 
spam-more than any other type9

• 

Finally, some companies exist with the sole purpose of 
collecting and selling databases of email addresses. Some 
of these addresses may be collected using the above 
methods, and others may be taken from companies that 
share their customer data with third parties. 

Spam Filters 
Most email providers, including those offering free web­
based email, use spam filters to reduce the amount of 
spam you receive. Organisations or individuals can sup­
plement these blocking measures with their own spam 
filters, which can be installed on an email server or on 
individual client computers. The open source 
SpamAssassin is an example of one such program. Spam 
filters often use Bayesian filtering to examine email and 
determine how likely it is to be spam, based on the words 
it uses (for example, common words associated with sell­
ing material or 419 scams would trigger the filter). 

Spam blocking services monitor global spam email and 
make available the IP addresses or domain names of 
spam sources. These can then be blacklisted by email 
software so that spam from that source is no longer re­
ceived. Some blacklists are published periodically while 
others are updated in real-time. 

100 Security Threats as a Percentage of All Email Figure 5-11 Email based 
security threats 
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Source: Kaspersky Labs 
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Spotting Spam 
Spotting spam is often very easy if you know what to look for. The example below has many tell-tale signs: 

1. A popular free email service has been used. This seems quite odd for a man who is supposedly the manager 
of a major bank. 

2. The 'To' address is not my email address (in fact, it is the sender's address!). If hundreds of email addresses 
were listed in the 'To' line, it would be suspicious, so the sender has used to BCC (Blind Carbon Copy) fea­
ture to hide the recipients' names from each other. Since 'To' field should contain something, the spammer 
put his own address. 

3. A generic greeting rather than using my name. 
4. Obvious spelling and grammatical errors and awkward phrasing. This is a common feature of spam. 
5. A fantastic sounding story-if it sounds too good to be true, it probably is! 

From: "andrew white" <hon_w06@hotmail.com> 
To: hon_w06@hotmail.com 
Reply-To: mrandrewwhite@hotmail.com 
Subject: From Mr Andrew White 
Date: Sat, 02 Sep 2006 12:12:44 +0100 

Good day, 0 

C0 
0 

I got your contact over the internet. Please pay attention and 
understand my reason of contacting you today through this email. My name is Hon (4\ 
Andrew White I am the personal solicitor to a foreigner, Late Mr. Morris \.::) 
Thompson, an merican who unfortunately lost his life along with his entire 
families in the plane crash of Alaska Airlines Flight 261, which crashed on 
January 312000. You may read more about the crash on visiting this C.N.N News 
internet web site. 

http:/ I archives.cnn.com/2000/US/02/01/ alaska.air lines .list/ 

The Bank manager of Late Mr. Morris Thompson bank in Channel Island 
and myself desperately need your assistance to secure and move huge sums 
of money left behind by Late Mr. Morris Thompson in his account to the 
tune of $35,000,000.00 (Thirty five million United States dollars). 

The account is escrow call account, a secret type of account in the 
bank and no other person knows about this account or any thing concerning 
the account except the bank manager and myself. As the Manager of the 
bank, he has the power to influence the release of the funds to any foreigner 
that comes up as the next of kin to the account, with the correct 
information concerning the account, which he shall give you. I will give you 25% 
of the total sum for your assistance,30% of the total sum goes to the bank 
manager while 45% of the total sum will be for myself. I will give you more 
details as soon as I hear from you. 

I can be reached urgently through my private mail address below. 

Regards 

Andrew White 
From Mr Andrew White 

0 



Many web sites use CAPTCHAs or 'scribble text' to pre­
vent abuse by automated spam bots. CAPTCHAs create 
an image using distorted text, background noise, and 
disorientating lines, which is designed to be impossible 
for a spam bot program to decipher, but still easy for a 
human. CAPTCHAs are commonly used on web sites 
which allow you to create accounts (especially email sys­
tems), to prevent spammers writing software to automati­
cally generate hundreds or thousands of false accounts. 
They are also useful on blogs and other systems that al­
low users to add comments, to prevent automated pro­
grams adding comment spam. 

Avoiding Spam Filters 
Just as spam filters try to detect unwanted email, so 
spammers use various techniques to avoid the filters. A 
common trick is to embed a paragraph of text from a web 
site or book into the spam email, to fool Bayesian filters 
into thinking the message is genuine. This technique 
works because the 'normal' text reduces the relative fre­
quency of words associated with spam. Sometimes this 
has odd results: 

Now and then, a power drill pees on another spi­
der. A blotched polar bear takes a coffee break, 
and a prime minister living with a spider brain­
washes a shabby salad dressing. When you see 
some dust bunny defined by the photon, it means 
that a nation daydreams. 

Another technique is image spam. Here spammers try to 
avoid spam filters by including their message in an image 
file instead of text. Because spam filters cannot read or 

4· .~·· ~·r!. ;:: :·s.· . .- ;. ;~:.·,.rnt.:r: : .. · . .-..-.~•; 
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Figure 5-12 CAPTCHA attempts to thwart spam bots. 

Avoiding Spam problems 

Security - _ 

Figure 5-13 Image spam tries to avoid anti-spam filters. 

understand the text in an image, such emails may be 
passed through. 

Web Bugs 
Web bugs are links in spam messages to images stored on 
the spammer' s server. When you open an email with a 
web bug, the image is fetched automatically from the 
server. This request for the image immediately confirms 
to the owner of the server (the spammer) that your email 
address is valid, encouraging them to send you more 
spam. 

Prevention is generally better than cure-once an email address has been found by spammers, it is often hard to prevent 
it spreading further. Following the tips below should help reduce the chance of receiving spam. 

1. A void publishing your email address on web sites and forums, to prevent spambots from harvesting it 
2. A void web bugs by switching off images in email software 
3. Use BBC (Blind Carbon Copy) when forwarding an email to multiple people, to keep each recipient's email address 

private 
4. Use 'disposable email addresses' when using your email on potentially problem sites. Several web mail companies 

offer disposable addresses that temporarily point to your real email address but expire after a short time. 
5. Use the 'Report Spam' button if your email provider supports it. This can help reduce future spam for yourself and 

other users 
6. Never open an email attachment from an unknown sender 
7. Never open an email attachment from a known user unless you are expecting it 



Phishing 
Phishing emails are a slightly more sinister form of spam. 
They attempt to impersonate genuine organisations such 
as banks in order to fool the user into providing sensitive 
personal data such as account details, usemames, and 
passwords. Phishing emails will normally be very official 
looking, often including the actual logos and other mate­
rial used by the organisation being impersonated. Usual­
ly such emails contain a link to a web site which is an 
exact copy of the organisation's actual site, but is actually 
operated by criminals. When the user 'logs in' with their 
password, the details are sent to the criminals and at that 
point, it is too late. To avoid alerting the user, some 
phishing sites will display a 'incorrect password' error 
after the details are entered and then direct users to the 
impersonated organisation's real site. Most users would 
think they simply made a typing mistake in their pass­
word, rather than suspecting a scam. 

Phishing emails can be very convincing because scam­
mers spend a great deal of effort making their imitations 
as accurate as possible. Figure 5-14 shows a phishing 
email supposedly from the online payment service Pay­
Pal. There are several convincing elements: the sender is 
purportedly accounts®paypal.com, a genuine address 
(although it is actually a simple forgery). There are official 
-looking Case ID and PayPal ID numbers (though of 
course these mean nothing). 

f" Become 10 Verified 
fr~m~ "aO!:ounN~paypal.com · <atcounts~pAyp!lLsom:• fl'J 

Jm undl.«:losed-Ht!ipients 

Like most phishing emails, this example warns of the 
user of an impending security problem and urges them to 
take quick action to solve the problem. Finally, there is an 
link to what looks like PayPal.com, though it is not. 

However, there are also many tell-tale signs of a phishing 
email. Firstly, the 'To' field is listed as 'undisclosed­
recipients', a classic indication that the email has been 
sent to many users using the BCC (Blind Carbon Copy) 
function. Secondly, there is no personal greeting, which 
would be expected in such an email. 

Finally, although the link in the email looks real (it even 
includes the https protocol to indicate that TLS security is 
used), it does not link to PayPal.com. Moving the mouse 
over the link without clicking reveals the true destination 
address in browser's status bar: www. arms tat. am/ 

pp . h tml . Most likely this address will contain a page 
that looks identical to Pay Pal's actual page. 

Moving the pointer over the link and checking the desti­
nation in the status bar before clicking is always a good 
practice to follow. 

Related scams include smishing and vishing-using text 
messages or telephone calls respectively to commit phish­
ing attacks. Smishing victims typically receive a text mes­
sage urging them to call the supplied phone number 
(which belongs to the criminal) in order to solve a prob­
lem with their bank or similar account. In vishing, victims 

Figure 5-14 A phishing email purportedly 
from online payment service PayPal. 

PayPal is constantly working to ensure security by regularly screening the accounts in our system We 
recently reviewed your account. and we need more information to help us pro'11de you With ~~-~-~f~. 
service. Until we can collect this information, your access to sensrtrll8 account features Will be hmrted 
We'would like to restore your access as soon as possible, and we apologize for the incoiWenience. 

Why is my account access limited? 

Your account access has been limited for the following reason(s) : 

March, 2006: We have reason to believe that your account was accessed by a third party. Because 
protecting the security of your account is our primary concern, we have limited access to sensrtJVe 
PayPal account features We understand that this may be an incoiWenience but please understand that 
this temporary limitation is for your protection 

To remove the limitation For your sensitive account features we need more inFormation to help us provide 
you with secure service by clicking the link below: 
httos llwww p;rynal com/us/cgr·b!lll\'lebsct"cmd= hmrlptron remQ'•'!! 
(Your case ID for this reason is PP-137-143-712) 
Thank you for using PayPall 
The PayPal Team 

Please do not reply to this email This mailbox is not monitored and you will not rece_ive a response For 
assistance, log in to your PayPal account and click the Help link located rn the top rrght corner oF any 

PayPal~ge ~::::::::::::::::::::::::::::~::::::::::::::::::::::::~ 

http://www.a rm:stat.a m/ pp. htm I 
PayPal EmaiiiD PP233 



are contacted by somebody claiming to be their bank (or a 
similar organisation), who attempts to trick them into 
revealing personal details. Vishing is enabled by IT be­
cause Voice over IP (VoiP) software allows inexpensive 
calls to be made, even from overseas, and such calls are 
very hard to trace-a characteristic which is of great in­
terest to criminals. 

Phanning, sometimes called DNS Poisoning is another 
technique used by phishers to direct users to a fake web 
site when they enter the URL of a genuine site. Pharming 
often involves criminals illegally accessing a DNS server 
and putting the IP address of their fake site in place of the 
IP address of a genuine site. When a user enters the com­
promised domain name in their browser, the DNS server 
then returns the false IP address and directs them to the 
fake site. Pharming is very effective because the fake web 
site will even show the genuine domain name in the 
browser address bar. 

Identity theft 
Phishing is often performed to commit identity theft -
stealing somebody's personal data in order to imperson­
ate them. Identity theft has grown rapidly in recent years. 
In the US, 10 million people were victims of identity theft 
in 20099

• Identity thieves use stolen identities to withdraw 
money from victims' accounts or commit further crime­
often fraud-in their name. The impacts of this can be 
severe: economic losses occur for both the real owner of 
the identity and the businesses against whom fraud is 
committed, with businesses losing $221 billion each year 
from identity theft related crimes9

• Unpaid loans and sim­
ilar problems can ruin a victim's credit rating and make it 
difficult for them to get loans, insurance, or bank ac-

Figure 5-15 Modern browsers 
usually have built in anti­
phishing filters which display 
warnings if a suspect page is 
encountered. 
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counts in the future. In the US, medical identity theft, 
where criminals steal identities to claim medical insur­
ance, is a growing problem. A particular problem is that 
victims can find it extremely hard to prove that they did 
not make the fraudulent transactions themselves - for 
23% of victims it takes 7 months or more to clear up the 
problems caused by identity theft9

• 

Guarding against Phishing 
The most important rule to remember is that no reputable 
organisation will ever request personal details in an email 
or unsolicited phone call. Your bank does not need your 
password or other details in order to access your account 
information. Passwords should never be disclosed to any­
body and sensitive data should never be sent in unen­
crypted email. 

It is also important never to follow links to your bank, 
even if they look genuine. It is far safer to manually type 
the bank's URL into your web browser. The same rule 
holds true for telephone numbers-you should look up 
the bank's number, not call a number found in an email. 

Many web browsers can now detect potentially fraudu­
lent links -such as the example in figure 5-14-and have 
built in anti-phishing filters which block known phish­
ing sites using a blacklist. However, since phishing sites 
appear and disappear very frequently, these filters are 
not a perfect solution-common sense must still be used. 

Users can help prevent identity theft by being careful 
about displaying personal data online, for example on 
social networks, and by checking bank and credit card 
statements regularly to watch for unauthorised activity. 
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Encryption 
Encryption is needed to protect data from unauthorised access when it is sent over an untrusted network like the Inter­
net. Encryption uses encryption keys to transform a message (the plaintext) into a form that is not understandable to 
anyone who reads it (the ciphertext). Modern computer systems use complex mathematical algorithms to encrypt mes­
sages, but encryption schemes have not always been so complex. Consider a simple Caesar Cipher (also called a shift 
cipher) in which each letter of a message is changed into another letter: 

Letter: A B c D E F G H I J K L M 

Result: c D E F G H I J K L M N 0 

Letter: N 0 p Q R s T u v w X y z 
Result: p Q R s T u v w X y z A B 

Thus the message the quick brown fox would be encrypted as vjg swkem dtqyp hqz. In this case the diagram 
above acts as the encryption key, and is needed for encrypting and decrypting the message. 

A shift cipher is a very simple cipher with obvious weaknesses. In this example, working out one letter pair (such as 'A 
maps to C') reveals every letter pair because the letters are in alphabetical order. Even if the result letters were randomly 
assigned, decoding this message would still be relatively easy, because in English not all letters occur with the same fre­
quency (the letter e is most common; x much less so), and certain letters often appear repeated (e.g. oo or ee) or paired 
with other letters (q always goes with u). So, while a simple shift cipher demonstrates the general principles of encryp­
tion, remember that computers use much, much more complex methods for encryption. 

Plaintext • G - Ciphertext 

Ciphertext • G -- Plaintext 

Figure 5-16 Secret key encryption uses a single shared key to encrypt and decrypt data. 

Secret Key Encryption 
The method described above, where the same key is used for both encryption and decryption, is known as secret key 
encryption (also called symmetric key encryption or single key encryption). In fact, the name highlights a fundamental 
problem of this approach: the key used for encryption and decryption must be kept secret. If an adversary discovers the 
key, they can do two very undesirable things: 

• They can decrypt our private messages 
• They can encrypt messages with our key, pretending to be us 

History of Encryption 
Encryption predates computers by a long period. The Polybius Square, an early cipher, 
was invented around 140 BC in Ancient Greece, while Julius Caesar used his namesake 
ciphers around 40 BC for military communication. Johannes Trimethius worked on cryp­
tography in the 15th century. The famous Enigma machine was used by Nazi Germany 
during World War 2 to encrypt military communications. Impossible to break through 
brute force because of the number of permutations (at least 1028

), the British effort to 
break the Enigma codes spurred the development of Bombes and then the Colossus - the 
first electronic, programmable digital computer. Figure 5-17 Enigma machine 
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This causes a huge problem when using the Internet because there is no safe way to communicate the encryption key to 
the recipient. We cannot send the key over the network because we don't trust it- that is why we are using encryption 
in the first place! Figure 5-18 summaries the process of secret key encryption. 

f 

"Hello Bob" Encrypt 

"Hello Bob" Decrypt 

Encryption 
key 

Internet 

Encryption · 
key 

Figure 5-18 In secret key encryption, the encryption key must be transported to the recipient, which is risky. 

Public key encryption 
A much better approach is public key encryption (also called asymmetric key encryption). This uses a key-pair: a pub­
lic key which is used only for encryption, and a private key which is used only for decryption. The keys work together: 
once a message has been encrypted with a given public key, only the corresponding private key can decrypt the mes­
sage. Even the public key cannot decrypt a message it just encrypted. As the names suggest, the private key must still be 
kept secret, but it does not matter if the public key is widely available (in fact, it is desirable because people need a user's 

"Hello Bob11 Encrypt 

"Hello Bob• Decrypt 

Internet 

Bob's 
private key 

Figure 5-19 Public key encryption uses a key pair to remove the need of communicating a secret key over a network. 



Figure 5-20 Browser security features: https in the 
address bar indicates a site using encryption. Many 
browsers also use the padlock icon to indicate this. 
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public key in order to send them messages). A useful 
analogy is the lock on a door. If the door has a standard 
lock, a key is used to both open the lock and close the 
lock, just like secret key encryption. This means we have 
to be very careful about to whom we give our key. In 
contrast, public key encryption is like having a padlock 
on the door. To lock the door, we close the padlock (use 
the public key). To open the door, we use the key for the 
padlock (the private key). If somebody steals our padlock 
(public key), we don't really care. There worst thing they 
can do is lock something up - the thief cannot open any­
thing as long as we keep our key safe. 

Public key encryption is commonly used on the Internet. 
An encrypted connection to a web site is indicated by the 
https at the start of the URL, which signifies SSL (Secure 
Socket Layer) or the more modern TLS (Transport Layer 
Security) encryption is being used. Most browsers will 
also display a padlock icon near the URL, or change the 
colour of the address bar (see figure 5-20). 

Digital Signing and Digital Certificates 
Public key encryption solves the security problem of 
sending private messages over a public network­
however, the problem of authenticity remains: when Bob 
receives a message from Alice, he cannot be sure that it 
really was Alice who sent the message. An imposter 
could have signed a message as Alice and used Bob's 
public key to encrypt it. 

A digital certificate can be used to authenticate the send­
er of a message. This requires Alice to use something that 
is accessible to her and nobody else-her private key-to 
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prove her identity. When Alice sends her message, it is 
digitally signed using her private key. 

When Bob receives the message, he can use Alice's public 
key (the other half of the key-pair) to verify that Alice 
was the real sender. This solves part of the authentication 
problem (provided Alice keeps her private key secure). 

However, how does Bob know that the message is from 
the correct Alice? An imposter could have claimed to be 
Alice and given Bob her own public key. To solve this 
problem, Bob can use a Certificate Authority (CA) to 
verify the owner of the public key. Certificate authorities 
are responsible for issuing digital certificates (effectively, 
key pairs) to organisations, after checking their identity. 
Certificate Authorities are used by many online business 
to prove that we are dealing with the genuine business. 
Most web browsers have a way of viewing a site's digital 
certificate (see figure 5-20). 

Thus, using a combination of public key encryption and 
digital signing, Bob knows when he gets a message from 
Alice that: 

• The message is from Alice because it was digitally 
signed by her private key 

• He has the right Alice because the Certificate Author­
ity verified her identity when issuing her digital cer­
tificate 

• The message was sent securely because it was en­
crypted with his public key, and can only be decrypt­
ed with his private key. 



Encryption in Action 
Transport Layer Security (TLS) (and its predecessor Secure Socket Layer (SSL)) is the standard encryption protocol 
used for secure web communication. TLS is used for logins to email providers and social networks, and for online bank­
ing and online shopping transactions. A web page which is encrypted will show the https protocol at the start of the 
URL in your web browser. Most browsers also use a small padlock icon to indicate the same (see figure 5-20). 

Extended Validation SSL (EV SSL) is a digital certificate system designed to verify the identity of online organisations. 
An organisation applies to a Certificate Authority (CA) for a digital certificate. The CA performs checks on the organisa­
tion to ensure it is a genuine and legitimate organisation. Once this is confirmed, the CA issues a digital certificate to the 
organisation. This certificate is then sent to your web browser when you visit the organisation's web site, enabling your 
browser to authenticate the site. 

Wired Equivalent Privacy (WEP) is an older encryption algorithm used by wireless networks. It has been superseded 
by Wi-Fi Protected Access (WPA) and WPA2. These encryption protocols keep data safe as it is transmitted from com­
puters with Wi-Fi cards (such as laptops) to Wi-Fi routers. Today, WPA2 encryption should be used by all wireless net­
works. The only reason to use WEP or WP A would be if a connected device does not support WPA2. 

Encryption and hard disks 
Data stored on laptop computers and portable storage devices is particularly vulnerable to loss or theft (see page 17 for 
infamous examples). Securing such a device with a user account and password is not usually enough to keep the data 
secure. It is relatively easy to remove the hard disks from such computers and attach them as a 'slave' disk on another 
computer. This will bypass the user account controls. 

This can be prevented by using full disk encryption. As the name suggests, these programs encrypt every sector on the 
hard disk, including empty sectors. When the computer is first booted, the user is prompted for a passphrase which is 
used to decrypt data from the disk. This happens before the operating system is loaded (it has to - even the operating 
system is encrypted). If the passphrase is cor­
rect, it is used to decrypt sectors in memory as 
they are read from disk. As data is written to 
disk from memory it is automatically encrypt­
ed. No unencrypted data is saved onto the 
disk at any time. 

The advantage of full disk encryption is that it 
happens automatically and transparently in 
every program - after installation the user 
does not have to worry about remembering to 
encrypt their data. One disadvantage is that 
there will be a small speed penalty as data 
decryption and encryption takes time. 

Recent versions of Microsoft Windows feature 
the Encrypting File System (EFS) which per-

. form transparent disk encryption. The freely 
available product TrueCrypt offers disk en­
cryption and the ability to create encrypted 
'virtual disks'. It also offers the possibility of 
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adding hidden encrypted partitions to a hard Figure 5-21: TrueCrypt software, showing two encrypted hard drive parti-
tions. Disk encryption Is especially useful on portable devices like laptops. 

disk, whose contents are indistinguishable from 
random data when the disk is inspected. This is useful because it not only provides security, but prevents unauthorised 
users knowing the encrypted data even exists. 
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Encryption Ethics 
Encryption is essential to many industries, including e­
commerce and banking. Without encryption, it would 
simply be too risky to purchase anything online. 

Yet encryption also has a darker side: strong encryption 
effectively provides a guarantee that nobody without the 
encryption key can view the plaintext - including law 
enforcement officials. This fact has not escaped some 
criminals. Authorities in some countries are concerned 
that organised criminal gangs, terrorists, and paedophiles 
may be able to continue their activities without fear of 
being caught. Even if arrested, evidence of their crimes 
may be on their computers but effectively locked away 
from view, forever. Inability to break such encryption has 
even led to failure of criminal prosecutions against in 
some cases, due to lack of evidence 10 

Wireless Security 
Wireless networks present additional risks compared to 
wired Ethernet networks. Wireless network data is vul­
nerable to interception because it is broadcast through the 
air, allowing anybody with suitable equipment to gather 
it. For this reason, all wireless networks should be config­
ured to use encryption. This does not prevent eavesdrop­
pers from gathering wireless data, but it does prevent 
them being able to understand the data. There are several 
wireless encryption standards (see page 109), but for the 
best security, the most recent, WP A2, should be used 
whenever possible. 

To prevent unauthorised users joining a wireless net­
work, the network should be configured with a key 
which should follow rules similar to those for choosing a 
strong password. It is also possible to hide a wireless net­
work's name, known as its Service Set Identifier (SSID), 
to prevent it appearing in the list of networks shown by 
computers. This helps stop casual users from spotting 
your network and attempting to access it, but users who 
know the SSID will still be able to connect. Most wireless 
routers can be configured to switch off the broadcasting 
of the SSID. MAC address filtering can be configured on 
most wireless routers, and denies access to the wireless 
network from any computers whose MAC addresses (see 
page 78) are not on a pre-defined list. 

Changing the default password for wireless routers is one 
of the most important steps in helping secure it, since 
once an intruder has access to a router, any of the other 
security measures can be switched off. Most routers ship 

Different solutions have been suggested. The US has sug­
gested key escrow, where an authorised authority holds 
users' encryption keys, and reveals them to law enforce­
ment if requested. Backdoors are a similar concept which 
require encryption software to be able to reveal the 
plaintext without the key, on request. 

Previously the US had legislation which prevented the 
export of strong encryption products, putting them in the 
same category as guns and explosives. 

In the year 2000 the UK passed the controversial Regula­
tion of Investigatory Powers Act (RIP A) which required 
users to reveal their encryption keys when requested by 
authorities. Failure to do so could result in a two year 
prison sentence. In 2010 a teenager was convicted under 
RIP A, for failing to provide his password when arrested 
on suspicion of downloading child abuse images 11
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from the factory with a default 'admin' or 'administrator' 
username and a password which may be just 'password' 
or even be blank. Lists of default usernames and pass­
words for common router models are readily available on 
the Internet. This password is the first thing that should 
be changed when setting up a wireless network (see Se­
curing a Wireless Network, opposite). 

S~curity type: { WPA2~ersona l •J :::::=:::::=:::::::::=======:: 
Eo.cr)lption type: (AES .., J ::::::::::===== Neh\'ork security ~ey • • • ••• • • • • • • • • 

i Sb,ow characters 

AQvanced settings 

Figure 5-22 Wireless networks should use WPA2 encryption. 
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Securing a wireless network 
Wireless routers have a setup page for configuring their security features. This is normally accessed via a web browser. 
To access the configuration page, enter the router's IP address into the web browser's address bar. Routers usually have 
their default IP address indicated on them or their packaging - if it cannot be found there, it can be found by checking 
your computer's network settings (using the ipconfig command in Microsoft Windows and looking for the 'default 
gateway' property). 

Once the correct IP address is entered, a page should appear presenting the router's information and options. The exact 
layout of these pages varies depending on the router brand. Once any changes have been made, most routers will need 
to be restarted in order for the changes to take effect- this can usually be done from within the configuration page. 
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Figure 5-23 Routers usually need configuring for optimum security before use. 

Physical security 
Physical security measures are intended to prevent in­
truders gaining access to a computer system to steal it or 
physically compromise it in some way. 

In a large organisation with many people coming and 
going, an appropriately dressed stranger might not be 
noticed. Once physical access to a computer or network is 
gained, security can be compromised by connecting to a 
local Ethernet port (which unlike Wi-Fi connections, are 
often not secured), by installing a device such as a hard­
ware key logger, or infecting a machine with malware. 

Basic physical security includes locks on computer room 
doors and computer cabinets; as well as alarms to detect 
intruders. In some organisations security guards can pro­
vide initial security by checking the identity of visitors. 
Special security cables, sometimes called Kensington 
Locks, can be used to anchor computers (particularly 
laptops) to a solid object such as a immovable desk to 
prevent theft. 

To avoid problems caused by rogue USB devices, includ­
ing data theft and virus infection, some organisations go 
as far as filling USB ports with glue. However, most mod­
ern operating systems can set security policies to restrict 
the use of USB devices, removing the need for such ex­
treme measures. 
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Chapter Review 
Key Language 
access levels 
anti-virus 
asymmetric key encryption 
authentication 
backdoor 
biometric enrolment 
biometric template 
biometrics 
botnet 
brute force attack 

' CAPTCHA 
i Certificate Authority 
ciphertext 
Computer Misuse Act 
cracking 
Denial of Service attack 
dictionary attack 
digital signatures 
Distributed Denial of Service 

Exercise 5-4 

DNS poisoning 
drive-by download 
encryption 
encryption key 
EVSSL 
false negative 
false positive 
full disk encryption 
hacking 
home directory 
https 
identity theft 
key escrow 
key logger 
key pair 
macro virus 
mal ware 
multi-factor authentication 
one time password 

packet sniffer 
passphrase 
password 
pharming 
phishing 
physical security 
plaintext 
private key 
public key 
root user 
rootkit 
secret key encryption 
Secure Socket Layer 
security token 
security update 
smishing 
social engineering 
spam 
spam bot 

spam filters 
spyware 
symmetric key encryption 
system administrator 
Transport Layer Security 
Trojan horse 
unauthorised access 
virus 
virus definition file 
vishing 
vulnerability scanner 
web bug 
WEP 
worm 
WPA 
WPA2 
zombie 

Calculate how long it would take to brute force the following passwords, based on the information on page 95. As-
sume that an average computer system can check 10,000,000 passwords per second. Remember that uppercase and 
lowercase letters count separately. Show your working out ! 

a) A 10 character password using only letters [2 marks] 
b) A 10 character password using uppercase and lowercase letters [2 marks] 
c) A 15 character password using mixed letters and numbers and symbols [2 marks] 

Exercise 5-5 
Research the three commonly available web browsers and computer software security suites. Explain the features the-
se programs have to improve users' security. Relate each feature to a specific type of security risk covered in this chap-
ter, and explain how the risks are averted. [12 marks] 

Exercise 5-6 
The Computer Misuse Act covers some criminal uses of IT in the UK. Research the laws that apply to the use and mis-
use of IT in your country. Describe the crimes they cover and the punishments. Explain one problem that might arise 
from having disparate global laws relating to computer security. [8 marks] 

Exercise 5-7 
Describe the process that occurs when you visit a secure web site and enter your credit card details. Include each step of 
the process, using technical language. [4 marks] 

Exercise 5-8 
Some people have suggested that making a small charge for sending an email could drastically reduce the problem of 
spam. Even a price of one cent per email would make mass em ailing expensive but be minor for most users. Discuss the 
effectiveness of this solution. [8 marks] 
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Exercise 5-9 
Use Desktop Publishing (DTP) software to create an advice booklet called Computer Security for Beginners (or some­
thing similar). This should be designed to be handed out in a computer store to people buying a new computer for the 
first time. The booklet should detail the most common security problems, their effects on people, and their solutions. 
The emphasis should be on reliable, practical advice and tips that users can follow to improve the security of their 
computer. You might want to include both solutions and preventative measures. 

Exercise 5-10 
Consider the ethical issues raised by encryption, and the solutions offered on page 110. Encryption software clearly 
cannot be banned. Evaluate the different measures that can be taken to reduce the problem of criminal use of encryp­
tion technology. [8 marks] 

Exercise 5-11 
Create a survey that can be used to assess people's understanding of good computer security practices. The survey 
should focus on the methods people use to protect themselves and their computer, rather than testing any technical 
knowledge. You might want to create different levels of answer, for example for the question Do you use anti-virus soft­
ware?, the poorest answer would be No, the next answer would be Yes, but it is not up to date, and the best answer 
would be Yes, updated regularly. Give your survey to a number of people. What do your results tell you? 

Exercise 5-12 

(a) Define the term WPA. 

(b) Distinguish the terms spam and phishing. 

(c) Explain the process through which data is encrypted using public key encryption. 

Exercise 5-13 

(a) Define the term identity theft. 

(b) Define the term pharming. 

(c) Explain the measures that could be taken to secure data on a laptop computer. 

Exercise 5-14 

(a) State two characteristics of a strong password. 

(b) Explain two ways a cracker might use to try and acquire a user's password. 

(c) Explain one advantage and one disadvantage of a biometric system. 

Exercise 5-15 

(a) State two characteristics commonly used by biometric systems. 

(b) Define the terms false positive and false negative. 

(c) Explain how the process of biometric authentication works. 

Exercise 5-16 

(a) Define the term SSL. 

(b) Describe two ways a user can tell that a web site is secure. 

(c) Explain how a digital signature provides increased security. 

[2 marks] 

[4marks] 

[4marks] 

[2 marks] 

[2 marks] 

[6 marks] 

[2 marks] 

[4marks] 

[4 marks] 

[2 marks] 

[4marks] 

[4 marks] 

[2 marks] 

[4marks] 

(4 marks] 
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Chapter 6 

Multimedia 
Multimedia-computer graphics, video, audio, and interactive applications-is used extensively in many 
areas of application, from computer games and films to advertising, television work, and scientific work. 
Computer visualisations, computer generated imagery, video, and digital audio are all relatively recent in­
novations which have grown out of increasing hardware capabilities, while ever increasing Internet band­
width has allowed richer multimedia and interactive content to be downloaded and displayed on even the 
smallest of devices. This chapter covers the technical details required to understand how these technologies 
work and how they can affect users and society as a whole. 

Bitmap Graphics 
Bitmap graphics (sometimes called raster graphics) are 
images that are composed of a rectangle of small dots 
called pixels. Almost all of the images you will deal with 
on a computer, including all photographs, are examples 
of bitmap images. The higher the number of pixels in an 
image, the higher the image's resolution and the more 
detail the image can hold. 

Bitmap editing has become more common as digital cam­
eras become more widespread. More and more people 
find themselves needing to use image editors to improve 
the look of a photo by straightening a horizon, increasing 
the brightness, correcting red-eye, or removing an unpop­
ular relative. 

Basic bitmap editing can be done with the programs that 
are bundled with many operating systems. However, 
more advanced tools are available- some for free- which 
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give a greater degree of freedom and provide more fea­
tures. Adobe Photoshop is the commercial program of 
choice for many photographers. A cheaper version, Pho­
toshop Elements, is designed for home users who do not 
need the more advanced features or the high price tag. A 
free alternative is the GNU Image Manipulation Program 
(GIMP) which is available for Windows, Mac OS, and 
Linux and provides many advanced features. 

Editing Tools 
Cropping involves taking a subsection of a photograph 
and removing everything else. While this could be 
achieved by simply being closer to the subject when the 
photo was taken, cropping out certain aspects of a photo 
can sometimes change its context and its meaning. 

Scaling simply means increasing or reducing the size of a 
image. Often the aspect ratio (ratio of width to height) of 
the image will be locked when scaling to prevent unin-

Figure 6-1 Altering an im­
age's colour balance can 
achieve some strange effects 
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tentional distortions. Flip­
ping and rotating are also 
commonly used tools. 

Cloning is the process of 
copying one part of an image 
into another part of an im­
age. This is often done to 
remove something from the 
image, such as a person, by 
painting over them with the 
background. Cloning can be 
done by hand using the copy 
and paste tools, or by using 
the dedicated clone tool 
(sometimes called the stamp 
tool). Cloning is useful for 
removing dirt and scratches 
from images. It is also one of 
the most commonly used 
tools when creating manipu­
lated images. 
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Selection tools, especially freehand select (sometimes 
called lasso), are very useful for highlighting just one part 
of an image so that alterations are applied only to that 
area instead of the whole image. They are used in con­
junction with filters. 

Layers are commonly used when making composite im­
ages. They allow several images to be 'stacked' on top of 
each other. One image (say, an image of a bright blue 
sunny sky) can be added as the base layer with a second 
image (say, one with a dull grey sky) added as a second 
layer, on top. As parts of the grey sky in the second layer 
are deleted, the 'hole' in the layer reveals the blue sky 
from the layer below. 

Filters is the general name given to effects features. 
Changes to contrast and saturation levels are common, as 
are colour balance (sometimes called Levels) filters 
which enhance the presence of certain colours (such as 
increasing the red to 'warm' the image), add a colour cast 
(such as a light brown cast to add an 'old fashioned' sepia 
effect), or to simply convert the image to black and white. 
Photographic filters might sharpen an image to bring out 

Exercise 6-1 

Multimedia 

detail, or blur it. Noise or grain can be added to give an 
effect similar to a film camera. Special effects filters like 
pixelate or posterise can make radical changes to the col­
our and appearance of an image, while artistic filters can 
give an appearance similar to traditional artistic tools 
such as charcoal, pencil, oil paints, or ink drawings. 

When editing tools are used to combine two or more im­
ages, the resulting image is known as a composite image. 
Composites can be made from photographs or computer 
generated imagery (CGI), or a combination of the two. 
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Figure 6-2 Colour level adjustments are commonly made to 
digital photographs 

Look at each of the images below. Some of them are photographs of real objects, and some of them are created entirely 
on a computer using 3D graphics software. Can you tell which are which? (Answers below) 
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Social Impacts 
Photo editing software enables users to improve their 
home photographs, but also increases the ease with 
which photos can be falsified or inappropriately modi­
fied. Not only has the incidence of digitally altered photo­
graphs increased, but it has also become harder to detect 
alterations as editing software and techniques become 
more sophisticated. The impacts of edited or faked photo­
graphs can be hard to measure. A lot of images are clearly 
edited for the purpose of creating special effects, or are 
created just for fun. Additionally, in many of these imag­
es it is clear that they have been edited, either because of 
the poor quality of the editing or the extraordinary sub­
ject matter. There are, however, a number of cases where 
changes have been harder to spot and negative effects 
have been more significant. 

Health and Leisure 
For many years some magazines have changed images of 
models to alter their appearance, improve the appearance 
of skin and hair, and generally make them conform to a 
more stereotypical image of 'attractiveness'. Altering im­
ages of female models to make them appear thinner is 
done quite frequently: Kate Winslet, Faith Hill, Jessica 

Exercise 6-2 

Alba, and Madonna have all had famous digital 
' retouches' made to their images (not always with their 
permission). Male models are not immune to this phe­
nomenon either: when tennis player Andy Roddick ap­
peared on the cover of Men 's Fitness magazine next to the 
headline 'How to Build Bigger Arms', the size of his arms 
had been increased digitally. 

The impact of changes like this have been widely debat­
ed. Critics believe such images create impossible stereo­
types which young people strive to achieve, possibly 
leading to unhealthy eating practices and negative opin­
ions about their own bodies. The American Medical As­
sociation campaigns for guidelines on advertising di­
rected at teenagers and young people, while the French 
government were so concerned about this phenomenon 
that they even attempted to legislate against publishing 
altered photographs without an attached 'health warn­
ing11 (see exercise 6-14). 

Legal impacts 
In 1994 former American footballer OJ Simpson stood 
trial for the murder of his girlfriend and her friend. Dur­
ing the nine month trial, one piece of evidence presented 
was a series of bloody footprints found at the scene of the 

Use the Internet to find two famous examples of faked photos. Try to find images that have been edited for reasons 
other than just entertainment. Describe the changes that have been made, using technical terminology. Explain the 
possible impacts of each image. [16 marks] 

Exercise 6-3 
Create a very brief (2-3line) fake news story. Then use a graphics editor to create a fake image which 'proves' the story 
is true. Save the image as you edit it step by step, so there is a clear record of the changes made. 

Exercise 6-4 
Spot the Difference! Take a photograph and use a graphics editor to create a slightly modified ~ersion with subtle 
differences. The Freehand Select (lasso) style tools will be useful here, as will various colour adjustments. (There are 
four differences in the images below) 

--



Erasing a giraffe, step by step 

Multimedia 

Try It Online 
Visit www.itgstextbook.com for links to free and open 
source graphics software to help you complete these 
exercises. 

The removal of the giraffe statue from this photo­
graph was a relatively easy edit to make, with the 
shadow of the giraffe left in deliberately. 

The first step involved using the paintbrush and 
clone tools to paint over part of the giraffe's head 
and body with blue and grey. 

The next step involved using the Freehand Select 
(lasso) tool to highlight parts of the windows. These 
were then copied and pasted over the giraffe's body. 
This is why, if you look closely, you can see several 
windows that look the same. 

The same process of copying and pasting was used 
for parts of the shop windows near the bottom of the 
statue. 

The paint, clone, and select tools were then used to 
retouch parts of the giraffe that were still visible. 
Overall the removal did not take long, but there are 
some clear areas of the image that point to some­
thing not being quite right. The white windows on 
the right side of the building near the centre are par­
ticularly poorly cloned. The shadow of the giraffe 
was also left in, deliberately. Cloning it out might 
have been harder than the windows because of the 
irregular nature of the grass and its colours. 
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crime. The shoe size matched Simpson's, and the prints 
were found to belong to an extremely rare make of shoe -
only 299 pairs of which had been sold in the United 
States. Then a photograph was presented showing Simp­
son wearing shoes of the same make- potentially linking 
him to the crime scene. Simpson and his defence team 
claimed the image had been edited to add the shoes to an 
existing photo. The integrity or otherwise of the image 
was never established, but the case highlights concerns 
that can arise when photographic evidence- particularly 
digital photographic evidence is presented in courts with 
limited ability to verify its originality. 

Even the reporting of the Simpson case became contro­
versial when Time magazine published an image of Simp­
son on its cover, modified from the original by changing 
the brightness and contrast to make it darker. Critics ar­
gued the magazine did this to create a darker, more dis­
turbing, and menacing image of Simpson2

• 

In another case, the UK's Metropolitan police were found 
to have manipulated photos used as evidence in the in­
vestigation into the death of civilian Jean Charles de 
Menezes. Menezes was wrongly shot by police who mis­
took him for a known terrorist: police then altered an 
image of Menezes used in court to make him look more 
like the suspect3. 

Political impacts 
During the 2004 US presidential election campaign, Dem­
ocrat John Kerry ran against Republican George W Bush. 
Kerry heavily emphasised his Vietnam war record during 
his nomination and campaign speeches, reaching out to 
the patriotic part of the electorate. Then a photo emerged 
of Kerry sitting next to controversial protester Jane Fonda 
during with anti-Vietnam protest in the 1970s. It called 
into question Kerry's integrity and did his reputation and 
his campaign irreversible harm. Yet the image was a fake 
- a composite of two photographs taken a year apart. The 
photographs had been combined and published by the 
web site The Republic with the intention of smearing Ker­
ry. It worked. Computer editing had become a political 
tool4

• 

In 2003 the Los Angeles Times published a front page im­
age of British soldiers in Basra, during the invasion of 
Iraq. The image was also used by news outlets across the 
US. It was later revealed that the photographer, Brian 
Walski, had combined two images to create a third, more 
dramatic image. The Los Angeles Times was forced to issue 
an explanation and apology; Walski lost his job4

• 

-

In a similar case, freelance photographer Adnan Hajj digi­
tally altered images of the 2006 conflict in Lebanon, using 
the clone tool to (rather poorly) duplicate columns of 
smoke in a photograph of Lebanon, exaggerating the 
damage caused by Israeli attacks. Shortly afterwards, 
evidence of digital manipulation was found in other ex­
amples of Hajj's work. The Reuters news agency stopped 
working with Hajj after the scandal emerged, and a Reu­
ters editor was fired as part of an internal investigation 
into the publication of the photos4

• 

In another case, Iran altered images of its missile tests to 
exaggerate its military capability by digitally cloning mis­
siles and removing an apparently not firing missile5

• Ma­
jor global events are often followed by the circulation of 
false images around the Internet, and these cases show 
that even experienced journalists and editors can be 
fooled. Ironically, one of the impacts of pervasive digital 
technology is that photographs are also subject to much 
greater scrutiny-many of the examples in these pages 
were first queries by readers viewing the images online. 

Scientific impacts 
In 2005 South Korean researcher Dr. Hwang Woo Suk 
resigned from his position at Seoul National University 
after allegations that he faked images showing research 
results. The images, which were published in the journal 
Science, were digitally altered to show eleven stem cell 
colonies. In fact there were only three. Dr Hwang was 
later convicted of embezzlement of the government funds 
he used to conduct the falsified research. 

Figure 6-3 Even scientific Images can be manipulated 

In 2006 another stem cell researcher, Kaushik Deb, altered 
images from his research at the University of Missouri. 
The journal Science spotted the alterations after instigat­
ing a new process in the wake of the Hwang scandal. Deb 
lost his post at the university. 



Spotting Digital Fakes 
Both common sense and teclmology can be used to help 
detect digital fakes. Many digital fakes defy common 
logic, such as the famous image of the tourist on top of 
the World Trade Center just as an aircraft hits it, or the 
images of people running from huge tidal waves. In these 
cases it would have been virtually impossible for the pho­
tographer to have taken the images and survived. Others, 
such as the famous image of a great white shark breach­
ing and attacking a military helicopter, may be easier for 
some people to believe. A simple method to confirm sus­
picions about manipulated photographs is to use a search 
engine to look for fake images: a search for 'shark fake 
photo' immediately brings up the suspected fake image 
and the story behind its creation. 

Other manipulations are harder to spot. However, the use 
of copy-and-paste and cloning tools does often leave tell­
tale patterns of repeated pixels in an image. Sometimes 
these are clearly perceptible, but where they are not, they 
might be detected by special photographic analysis soft­
ware. Such software scans images looking for regions of 
similar colour and content- the greater the similarity 
between two regions of an image, the greater the chance 
that a manipulation has occurred. 

Exercise 6-5 

Multimedia 

Try It Online 
Visit www.itgstextbook.com for examples of photo edit­
ing and manipulation detection techniques. 

The lighting in an image can also reveal manipulations. 
Inconsistencies in spots of lights on people's skin, or in 
the angle and size of shadows, can indicate that two im­
ages taken under different lighting conditions were com­
posited. Even the position and size of light reflections in 
people's eyes can be used to determine the original light­
ing direction and brightness. 

Although software to detect photo manipulation is still 
very much under development, it is slowly becoming a 
new powerful tool to detect manipulated photographs. 

Consider the scenarios below. Discuss whether it is ethical to change the images in the ways described. Remember 
that the discuss command term requires a balanced view. A balanced view could mean considering both sides of the 
argument, or discussing advantages and disadvantages, or covering different approaches that could be used. If you 
have a clear opinion, you should still discuss the opposing viewpoint, and then say why you think it is wrong. You 
should finish with a clear conclusion. 

Scenario 1: A common problem with photographs is 'red-eye' -when the flash on the camera is so bright that it caus­
es the subject's eyes to appear in a red colour. Many modern cameras have features to reduce red-eye, and software 
programs often have very easy to use tools to remove it. [8 marks) 

Scenario 2: A photojournalist covers a war. Many of her photographs show the carnage of war including dead bodies. 
Because the photographs contains large amounts of blood and gore the newspaper would be breaking the law of their 
country if they printed the picture. The editor of the paper suggests altering the picture to remove the pools of blood 
from the ground, thus making it acceptable for printing. He argues that it is better to show some of the impact of the 
war (by using the altered photograph) than to show no pictures of the war at all. [8 marks) 

Scenario 3: A victim of a crime has agreed to a news interview in order to increase awareness of the crime and possi­
bly help catch the criminal responsible. The victim agrees, provided that their name will not be mentioned in the arti­
cle, and agrees for their photograph to be taken as long as their identity is disguised. The newspaper publishes the 
interview online and pixelates the victim's picture so that their face cannot be seen. [8 marks) 

Scenario 4: Sports stars and young people are often used as models to promote products or companies. Frequently 
photographers alter the images they take using a computer. Examples of changes might include removing spots or 
blemishes from the skin, or removing evidence of a scar from an old injury. [8 marks) 

-
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Image storage 
All bitmap images are stored in the computer as a rectangular grid of pixels. The resolution of an image refers to the 
number of pixels in the grid; higher resolutions mean that more detail can be stored in the image. The waterfall images 
in figure 6-4 show the same image at various resolutions from 1200 x 800 down to 300 x 200. The lack of detail in the 
lower resolution photographs can clearly be seen in the fine detail of the leaves and the water as it falls. In practice, reso­

Figure 6-4 The same image at a variety of resolutions 

lutions as low as 600 x 400 are rarely used in modem dig­
ital photography, unless the image is intended for output 
on the web, where web site developers often use lower 
resolutions to save bandwidth and reduce download 
time. 

Manufacturers of digital cameras usually quote the reso­
lution in megapixels - one million pixels. This refers to 
the total number of pixels in an image, not the width or 
height. A 1.2 megapixel image contains 1.2 million pixels, 
giving a resolution of about is in fact only about 1280 x 

960 pixels - still a relatively low resolution. Many mod­
em cameras have resolutions of 8 megapixels (3254 x 

2448}, 12 megapixels (4290 x 2800), 14 megapixels (4290 x 

3264}, or even higher. Sometimes these numbers do not 
make an exact multiple of one million - in which case 
manufacturers have a habit of rounding up. 

The resolutions of computer screens tend to be a little 
lower than those of cameras because of the comparatively 
low number of pixels per inch on computer screens (see 
page 127). Laptop computers often have widescreens, 
while mobile devices use lower resolutions because of 
their smaller screen sizes. Common screen resolutions are 
shown on page 123. 

Bit Depth 
In addition to resolution, the bit depth (also called colour 
depth) of an image affects its quality. Bit depth refers to 
the number of bits used to store each pixel in the image. 
The higher the bit depth, the more colours an image can 
contain, but the more storage space it will require. A 1-bit 
image can use two possible colours (because 1 bit can 
have two possible states- either a zero or a one). A 2-bit 
image can have four colours because four different num­
bers can be represented in two bits: 00, 01, 10, and 11 (i.e. 
22 is 4). However, a 2 bit image requires twice as much 
storage as a 1 bit image. Common bit depths are shown 
on page 123. 

The most common bit depth for photographs is 24-bit -
also known as true colour. In true-colour images, 3 bytes 
of storage are used for each pixel (24 bits = 3 bytes). In 
each pixel one byte (8 bits) is used to represent the level 
of red in that pixel, one byte represents the amount of 
green, and one represents the amount of blue. You have 
probably seen this in action when choosing colours in a 



graphics program: you can adjust the sliders separately 
for red, green, and blue (see figure 6-5). Each of those 
sliders starts at 0 and goes up to 255 - because one byte 
can store 256 possible values (28

). 

Colors 
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R: --Ill 255 "J 
89!·H 

R 0~{ 

Hex: FF5900 
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H: I' "' - 2G+il 
S: 'Will i 100:+-C 

V: 
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Figure 6-5 24 bit true colour images support 256 
shades each of red, green, and blue, for a total of 
over 16 million possible colours. 

Storage requirements 
If you know the resolution and bit depth of an image, you 
can calculate its storage requirements relatively easily: 
width x height x bit depth. On page 122, the first waterfall 
image is 1600 x 1200 pixels and is true colour (24 bit), so 
the calculation would be: 

1600 x 1200 x 3 = 5,760,000 bytes 
5,760,000 I 1024 = 5,625 KB 
5,625 I 1024 = 5.49 MB 

In fact, you will see that this calculation only gives the 
maximum storage requirement, but the actual storage 
requirement is often much lower than this, for reasons 
explained in the next section. 

Exercise 6-6 

Multimedia 

Desktop computers 

640 x480 

800 X 600 

Video Graphics Array (VGA) 

Super Video Graphics Array (SVGA) 

1024 x 768 Extended Video Graphics Array (XGA) 

1280 x 1024 Super Extended Video Graphics Array 

1600 x 1200 Ultra Extended Video Graphics Array 

Laptop computers 

1280 x 800 Wide Extended Graphic Array (WXGA) 

1440 x 900 Wide Extended Graphic Array (WXGA+) 

Mobile phones 

120 X 160 Common on older mobile phones 

540 X 960 Common for newer mobile phones 

TeLevisions 

1280 720 720p High Definition 

920 1080 1080p High Definition (Full HD) 

Bit Maximum number of Storage required per 

Depth colours pix~ I 

1 2 1 bit ( 118 byte) 

2 4 2 bits (114 byte) 

4 16 4 bits (112 byte) 

8 256 1 byte 

16 65,536 2 bytes 

24 16,777,216 3 bytes 

32 4,294,967,296 4 bytes 

Calculate the storage space required by the following images: 
a) A 640 x 480 image with 16 colours [2 marks] 
b) A 1024 x 768 image with 256 colours [2 marks] 
c) A 4 mega pixel true colour photograph [2 marks] 
d) A High Definition (HD) TV picture [2 marks] 

Exercise 6-7 
Films display approximately 29 frames (images) per second. Calculate the storage space required for a 2 hour, High 
Definition (HD) film. [2 marks] -
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Compression 
In reality, the calculation on page 123 is simplified. Be­
cause of the huge amount of data required to store imag­
es, video, and other multimedia data, only a few file for­
mats store data using this uncompressed approach (BMP 
and TIFF being the two most common examples). Most 
file formats use some form of compression to reduce re­
dundant, repeated data in images and reduce the amount 
of storage space required. Without compression, it would 
not be possible to fit a full High Definition film onto a 
disk (even a Blu-ray disk}, to quickly send a high resolu­
tion photograph via email, or to fit hundreds of songs 
onto a portable music player. 

Lossless Compression 
The image of the tree in figure 6-6 is very low resolution­
just 20 x 20 pixels. However, it serves as a suitable exam­
ple for demonstrating compression techniques. Although 
it only uses four colours, we will assume that it might 
have more, and that it has been saved as an 8-bit (256 
colour) image. Using the previous formula for calculating 
file size, we can determine that the storage space needed 
is: 

20 x 20 x 1 = 400 bytes. 

We can assume that one number is used to refer to each 
separate colour in the image, and assign them as shown 
in the following table. To store the image, the computer 
would store the numbers as shown in figure 6-6. 

Binary Decimal Colour 

0000 0000 0 Blue 

0000 0001 1 Dark gr en 

0000 0010 2 Lightgr n 

0000 0011 3 Brown 

In the tree image there is clearly a lot of repeated data: 
there are large areas of sky which are all the same colour, 
large areas of green in the tree and the grass, and so on. 

A more efficient way to represent this data would be to 
store the colour of the next pixel and then the number of 
times that pixel is repeated. So instead of storing the first 
line of the image as: 

0, 0, 0, 0, 0, 0, 0, 0, 2, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 

It could be stored as: 'eight pixels of colour zero, two pix­
els of colour 2, ten pixels of colour zero', like so: 

8,0,2,2,10,0 

The first number of each pair represents the number of 
pixels, the second the colour of the pixel. This reduces the 
number of digits (bytes) needed to store this part of the 
image from 20 to 6. Now the tree image can be represent­
ed as shown in figure 6-7. 

0, 0, 0, 0, 0, 0, 0, 0, 2, 2, 0, 0, o, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, o, 0, 0, 0, 2, 2, 2, 2, 2, 0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 2, 2, 2, 2, 2, 2, 2,2, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, o, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 0, 0, 0, 0, 0 
0, 0, 0, o, 2, 2, 2, 2, 1, 2, 1, 2, 2, 2, 1, 0, o, o, 0, 0 
0, 0, 0, 2, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 0, 0, 0, 0 
0, 0, 2, 2, 2, 3, 3, 2, 2, 2, 1, 2, 2, 2, 2, 2, 0, o, 0, 0 
0, 0, 0, 2, 2, 2, 3, 3, 2, 2, 2, 2, 3, 2, 2, 2, 0, 0, 0, 0 
0, 0, 0, 0, 2, 2, 2, 3, 3, 2, 2, 3, 3, 1, 1, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 2, 2, 2, 3, 3, 3, 3, 1, 0, 0, 0, 0, 0, 0, 0 
0,0,0,0,0,0,2,2,2,3,3,3,0,0,0,0,0,0,0,0 
0, o, o, 0, 0, 0, 0, 0, 0, 0, 3, 3, 0, o, 0, 0, o, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3, 3, o, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 0, o, 0, 0, 0, 3, 3, o, 0, 0, 0, 0, 0, 0, 0 
0, o, 0, 0, 0, 0, 0, 0, 0, 0, 3, 3, 0, 0, 0, 0, o, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3, 3, 0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3, 3, 3, o, o, 0, 0, 0, 0, 0 
0, 0, 0, o, o, 0, 0, 0, 0, 3, 3, 3, 3, 3, 1, 0, 0, 0, o, 0 
2, 2, 2, 1, 2, 2, 1, 1, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2 
2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2 

Figure 6-6 All bitmap images are composed of grids of pixels. Above, a graphical representation (left) and the same data in nu­
meric form (right). 



8,0,2,2,10,0 
7,0,5,2,8,0 
5,0,8,2,7,0 
4,0,5,2,1,1,5,2,5,0 
4, 0, 4,2, 1, 1, 1,2, 1, 1,3,2, 1, 1, 5, 0 
3, 0, 8, 2, 1, 1, 4, 2, 4, 0 
2, 0, 3, 2, 2, 3, 3, 2, 1, 1, 5, 2, 4, 0 
3, 0, 3, 2, 2, 3, 4, 2, 1, 3, 3, 2, 4, 0 
4, 0, 3, 2, 2, 3, 2, 2, 2, 3, 2, 1, 5, 0 
5,0,3,2,4,3,1,1,7,0 
6,0,3,2,3,3,8,0 
10,0,2,3,8,0 
10,0,2,3,8, 0 
10,0,2,3,8, 0 
10,0,2,3,8, 0 
10,0,2,3,8, 0 
10,0,3,3,7,0 
9,0,5,3,1,1,5,0 
3, 2, 1, 1, 2, 2, 2, 1, 712, 1, 1, 4, 2 
10,2 

If we apply this teclmique to the whole image, it can be 
stored using just 174 numbers (bytes)- compared to 400 
bytes before. The new, compressed version is 44% of the 
size of the uncompressed version, and still has not lost 
any data - we can easily restore the full image back again. 
This is exactly what lossless compression does: it looks 
for repeated patterns of data and stores them in a manner 
which requires less space, but it still allows the original 
data to be exactly restored. 

Problems with Lossless compression 
Lossless compression works well with images that have 
large, solid blocks of the same colour. This makes it ideal 
for the tree image in figure 6-6, for cartoon style images, 
and for images like diagrams. However, lossless com­
pression is much less effective at compressing photo­
graphs, because most photographs have a large variety of 

Exercise 6-8 

Multimedia 

Figure 6-7 A compressed version of the image data represented 
in figure 6-6. 

subtle shades rather than solid blocks of colour. For ex­
ample, a photograph of a real tree would contain many 
subtly different shades of green and brown, rather than 
solid blocks of the same colour. This lack of continuous 
areas of colour means lossless compression struggles with 
photographs, although ratios of 50% can sometimes be 
reached. However, to get really significant compression 
on photographs, a new type of compression is needed. 

Lossy Compression 
Lossy compression is a trade-off: it sacrifices image quali­
ty in return for reduced storage space. It does this by dis­
carding data that 'probably' won't be missed by the view­
er (or listener, in the case of audio). For example, if two 
adjacent pixels are almost the same colour in an image, 
lossy compression might make them exactly the same. It 
can then apply standard lossless compression techniques 

Consider the two images below. Explain which image would probably be compressed the most by lossless compres­
sion. (You do not need to perform any calculations to come up with a sensible answer) [4 marks] 
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to these new blocks of continuous colour. The problem 
with lossy compression is that once this data has been 
discarded, it cannot be retrieved again, so the quality loss 
is permanent. This is an important consideration when 
saving images-repeatedly editing an image, saving it in 
a lossy format, editing again, and saving again, will result 
in a gradual loss of quality at each save. 

The most popular image file format to use lossy compres­
sion is JPEG. Like most lossy file formats, JPEG allows 
you to configure the balance between quality and com­
pression. 

JPEG Compression in action 

Compressing other data 
Compression is not only used on image, sound, and vid­
eo data: any type of data can be compressed to some de­
gree. Program files are often compressed using lossless 
compression to save bandwidth when downloading them 
(lossy compression would not make much sense for pro­
gram files). They are automatically decompressed during 
program installation. Common formats for general file 
compression include zip, rar, and 7zip. 

The four images below show the effects of lossy compression on file size and image quality. Th original image was 2.2 
MB when saved as an uncompressed BMP file, and 1.1 MB when saved as a lossless PNG. 

Figure 6-8a Original image saved as a 100% quality JPEG, file 
size 341 KB 

Figure 6-Bc JPEG saved at 50% quality, Hie size 24 KB. Still 
very high quality, though there are some bands of colour in the 
sky, and some blocks lh the clouds at the bottom of the image. 

Figure 6·8b JPEG saved at 90% quality, file size 62.8 KB. lhis 
Image is virtually indistinguishable from the original. 

Figure 6·8d JPEG saved at 10% quality, 1lle size 17.5 KB. This 
image would clearly be unusable, but it Is a good illustration 
how JPEG com.PreSSion tries to build blocks of continuous 
colour. 
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PPI and DPI 
Image resolution, bit depth, and compression are not the only factors affecting image quality, especially for printed out­
put. The number of Pixels Per Inch (PPI) of an image also has an affect. The PPI determines how many pixels are dis­
played in each inch of the output-whether it is on screen or on paper. This in turn determines the physical size of the 
output and how sharp it will appear. 

For example, most computer screens are about 96 PPI. A 1024 x 768 image displayed at 96 PPI will be 10.6 inches by 8 
inches (at 100% zoom), since 1024 divided by 96 is 10.6, and 768 divided by 96 is 8. If the same image was displayed at 
48 PPI, it would be displayed twice as large, but each pixel would also be twice as big (because the number of pixels in 
the image remains constant). If the number of PPI is too low, it will be possible to see the individual pixels which make 
up the image. An extreme examples illustrates this: if the above image was printed at just 1 PPI, it would be 1024 inches 
across and 768 inches high, but each individual pixel would be clearly visible because they would be 1 inch high and 1 
inch wide! This would obviously look very bad unless you were a very long way from the image. 

For printing, 150 PPI is acceptable for home use. At 150 PPI, our 1024 x 768 image would be printed 6.8 inches (1024 I 
150) by 5.1 inches (768 I 150). Most commercial and professional printers require images that are 300 PPI in order to pro­
duce sharp results. In those cases our 1024 x 768 image would be printed at 3.4 inch by 2.5 inches. In both cases the im­
age resolution - 1024 x 768- is the same, but the size of the output has reduced because of the increased number of pix­
els printed in each inch of the output. 

These calculations can also be used to work out the required resolution for a given print size. For example, to commer­
cially print an image at 12 inches by 8 inches, the image will need to be at least (12 x 300 PPI) by (8 x 300 PPI), or 3600 by 
2400 pixels. Therefore a camera with a resolution of at least 8.6 megapixels (3600 x 2400 = 8,640,000 pixels) will be need­
ed. 

Of course, images can be printed at any PPI, but lower values will result in the quality being lower, especially at short 
viewing distances. However, for large prints which are viewed from a very long distance, such as advertising boards, 
output as low as 30 PPI and still look acceptable. 

DPI 
DPI (dots per inch) is a term often confused with PPI. DPI is also known as printer resolution. DPI refers to the number 
of ink dots that a printer produces when creating an image. However, this is not necessarily the same as PPI because a 
printer may produce more than one 'dot' to print every pixel! 

Many printers are advertised with resolutions of 1200 DPI or higher - and a quick search on the Internet will reveal 
printers with resolutions of 9600 DPI! However, these high values are not what they seem. 

Printers only have a limited number of ink colours (often Black, Cyan, Magenta, and Yellow), so to produce all possible 
colours they need to mix inks. They do this by producing multiple dots of ink in the same spot on the paper. A higher 
number of dots per inch means is able to mix colours in finer quantities, meaning more accurate colour reproduction 
and smoother transition between different colour tones. Of course, it also means that more ink is consumed. 

Exercise 6-9 
a) Calculate the minimum image resolution for a commercial print measuring 24 inches by 16 inches [2 marks] 
b) Calculate the maximum print size for a 4 megapixel camera at 300 DPI. [2 marks] 
c) Calculate the print size for a 1600 x 1200 pixel image on a home printer. [2 marks] 

Exercise 6-10 
Take a digital photograph and save it in each of the file formats supported by your graphics software. If the file format 
offers options when saving (as JPEG does), save with different options too. Produce a bar graph of the file formats and 
their corresponding file size. What do the results tell you about uncompressed, lossless, and lossy image formats? -
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Vector graphics 
Vector graphics are composed of objects rather than pix­
els. For this reason they are sometimes called object ori­
ented graphics. Each object is stored as a series of mathe­
matical equations that define its starting point, ending 
point, and path, along with information about its colour 
and style. All objects remain separate in the image, mean­
ing they can be edited, scaled, repositioned and re­
coloured independently at any time. Typical vector 
shapes include ovals, rectangles, lines, Bezier curves, and 
paths defined by a series of points. 

Because a lot of software supports only bitmap images, 
vector editors can usually export images as bitmaps 
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files-although once this is done, the editable properties 
of the vectors are lost, so the original vector version 
should still be kept. 

Since vector images are defined mathematically, they can 
be scaled as large as required without any loss of quality. 
This is their major advantage and is essential when creat­
ing items such as logos, which may need to be displayed 
at many different sizes from a few centimetres to several 
metres across. Creating different resolution bitmap imag­
es for each use would be inefficient and would require 
extreme resolution for prints measuring several metres 
across. The ability to zoom vector graphics without quali­
ty loss is also useful for mapping data. A bitmap image of 

a large area such as a country would need 
to be impossibly huge in order to contain 
the required detail. With a vector image, 
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the computer merely needs to store the 
positions of each relevant point on the 
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when the map is zoomed in or out (figure 6 
-12) . 
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Because they are more mathematically 
complex than bitmap graphics, vector 
graphics require computers with faster 
processors in order to perform the number 
of calculations necessary. This is particu­
larly true for complex images or those con­
taining lots of curved shapes, which are 
constructed using a large number of indi­
vidual vectors. 

30 vector images 
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Vectors are the primary method of creating 
three dimensional imagery. This has many 
application areas including game, film, 
and television work. Architects and engi­
neers use Computer Aided Design (CAD) Figure 6-9 Vector graphics are composed of mathematical shapes 

Bitmap graphics 

Store data as grids of pixels 

Zooming in reduces quality 

Increasing size reduces quality 

Has lower processor requirements, but high memory 

requirements for large images 

Images consume lots of storage space 

Perfect for taking photographs 

Figure 6-8 Comparison of bitmap and vector images -

Vector graphics 

Store data as mathematical equations 

No quality loss when zooming in 

Can easily be resized with no loss of quality 

Requires fast computer to manipulate complex graphics 

Images consume less storage space 

Not possible to recreate complex real life scenes (e.g. photo­

graphs) 
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Figure 6-10 Vector image of the earth (left). When zoomed in, no quality is lost (centre). When exported as a bitmap and zoomed in 
(right), the image rapidly loses quality and the individual pixels are visible. 

software to create 3D technical drawings of products in develop­
ment. This allows a product to be viewed in detail before it is even 
created . Advanced CAD software also allows designers to specify 
physical properties of their 3D models, such as weight, strength, 
and material, enabling them to be tested before being built. For 
example, the strength of bridge materials can be entered and tested 
against factors such as the wind and weight of traffic using a com­
puter model (see page 165). 

3D vector graphics operate in essentially the same way as 2D vec­
tors, except that primitives such as cubes, cones, and spheres are 
created instead of their two dimensional equivalents. These 3D 
primitives can be edited using a variety of tools to alter and sculpt 
them into the required shapes. Once these wireframe models are 
complete, colours and shading is usually added to give a better 
appearance. This is usually sufficient for technical drawings re­
quired by architects and designers. 

Figure 6-11 Vectors graphics are used heavily in Computer Aided 
Design (CAD) work. 
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Figure 6-12 Vectors are an efficient way of represent­
ing the high level of detail needed for mapping data. 
Equivalent bitmap images would be extremely large. 
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Figure 6-13 Wireframe view of a car model in 3D graphics 
software (top). 3D graphics software can create very real­
istic images in the right hands (bottom) 

Exercise 6-11 

Graphics in the Movies 
For work in film or television, where computer generated image­
ry (CGI) is often used to create animations or special effects, more 
realism is required than technical CAD work. Often motion cap­
ture is used to capture the shape and movements of actors. This 
normally involves the actor wearing a special suit with markers 
at key points such as the arms, hands, legs, and head. These 
markers can be detected by a camera connected to a computer, 
allowing it to know the position of the main parts of the body 
and build up a wireframe skeleton inside the computer. 

To improve realism further, textures are often used. Usually it is 
impossible to create the required level of detail purely with 3D 
vectors: even the most advanced computer system cannot model 
every individual blade of grass, fibre of clothing, or hair on a 
person's head as 3D vector objects. Instead, the overall shape of 
these objects is modelled using a relatively simple 3D shape and 
then a 2D bitmap texture is applied to give a deeper and more 
life-like appearance. Using textures create a good balance be­
tween image detail and mathematical complexity. 

Finally, 3D graphics objects are often given properties such as 
hardness, reflectivity, and smoothness. Lights with specific inten­
sities and colours can be added, and then the scene can be ren­
dered or ray traced, calculating how the light in a scene behaves, 
bouncing off objects and into the virtual 'camera'. To produce the 
very high quality images needed for film and television, the ren­
dering process can take minutes or even hours for a single image, 
even on very fast computers. Often render farms of hundreds or 
even thousands of computers are used to improve processing 
speed (see distributed processing, page 176). 

Use a 3D graphics program to create the following items: \ 
a) A fairly simple man-made item such as a laptop or a 

house 
b) An accurate recreation of a place you know 
c) An object found in nature (e.g. a tree, a flower, a 

mountain) - nothing man-made! 

How difficult was it to create each object? What does this 
tell you about the difficulties 3D modellers face when try­
ing to create realistic graphics for film or television? 

Exercise 6-12 
Many modem films include a 'Making of' feature on the DVD. Many times these features give details of how comput­
ers were used in the film creation process. Watch one of these features and see if you can see techniques in this chapter 
being applied. Science fiction and computer-animated children's films are often good examples. 
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Creating a Cloud with Vector Graphics 
Everything in vector graphics is based upon relatively simple mathematical shapes. Individual shapes can be created 
and combined in a variety of ways to create more complex shapes. 

The process of creating a cloud shape is illustrated below. Individual ovals are created, coloured, and positioned as nec­
essary (image 1); the individual shapes are then combined into one using the Union operator, resulting in the outline of 
a cloud shape (image 2). A gradient is applied to this simply by selecting the start and end colours (image 3). Properties 
like the outline thickness and colour can also be adjusted. Like all vector graphics, it is possible to zoom in as far as de­
sired with no loss of quality (image 4). 
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Common Multimedia File Formats 

Video formats 

A VI Audio Video Interleave. An early video format which uses a variety of lossy compression codecs. 

MOV Used by Apple's QuickTime system, popular on Apple hardware and created by some digital cameras. 

MP4 Motion Pictures Expert Group 4. A new file format which offers more efficient lossy compression. 

WMV Windows Media Video. Microsoft's proprietary video format, primarily supported on Windows platforms. 

Audio Formats 

AAC Advanced Audio Coding. Developed by Apple, AAC uses lossy compression and also supports DRM re­

stricted files (see page 276). AAC is commonly used in Apple's iTunes store. 

FLAC Free Lossless Audio Codec. An open file format which, as its name suggests, uses lossless compression. 

MP3 MPEG Audio Layer 3. A lossy compression format which changed the industry in the early 1990s. Increasing 
home computer power and Internet connectivity helped fuel a deluge of MP3 sharing sites -most of them 
distributing illegal copies of music. MP3 is still popular despite the arrival of newer, more efficient formats. 

W A V Wave. A very common standard supported by virtually all audio hardware and software. 

WMA Windows Media Audio. Developed by Microsoft, WMA is generally only supported on Windows platforms. 

WMA is lossy and supports the ability to be streamed. 

Image Formats 

BMP Bitmap image. Used by Microsoft's Paint application included with Windows. BMP files are not commonly 
supported outside of Windows environments. BMP files support lossless compression or no compression. 

TIF Tagged Image File Format. An old format still used quite extensively in professional printing and publishing. 

TIFs support a variety of features including lossless compression and multiple pages per file. 

GIF Graphics Interchange Format. An old format which became obsolete after a patent row concerning its com­

pression algorithm. Once very common on the web. 

PNG Portable Network Graphics. A relatively new lossless format, designed to replace the older GIF format, 
which had problems with patent claims. PNG is an open format and is supported by most web browsers. 

JPEG Joint Photographic Experts Group. The most common lossy file format, JPEG images are produced by virtu­

ally all digital cameras and graphics editors, and are one of the most common file formats on the web. 

PSD Photoshop Document. A custom, proprietary file format supported by Adobe's Photoshop image editor. PSD 

files support additional application-specific features such as layers and undo-lists, which are not available in 

standard bitmap image file formats. 

RAW 'Raw image' formats produced by digital SLR cameras. They maintain more colour information than JPEG 
CR2 files and include metadata such as shutter speed and aperture. 

SVG Scalable Vector Graphics. A relatively new format for storing vector graphics, SVG is supported by modem 
web browsers and many vector illustration programs. SVG files are actually XML text files, meaning they can 
be edited in normal text editors. 



Digital Audio 
Many sound and music projects, from adding music to 
home videos to feature film soundtracks, are now pro­
duced entirely digitally. Sound is recorded, converted 
into digital data (digitised), and loaded into audio edit­
ing software, where it can be manipulated using a wide 
range of effects and filters. Most audio editing software 
represents sounds graphically as waves, and allows sec­
tions to be selected, cut, pasted, and moved freely. 

The quality of a recorded sound is determined by its sam­
ple rate, also called the sampling frequency. The analog 
sound data captured by a microphone must be converted 
into digital data for the computer to process. The sample 
rate determines how many times each second a digital 
sample of the analog data is taken: the more frequent the 
samples, the closer the digital sound will be to the ana­
logue original (figure 6-15). Sampling rates for devices 
like two-way radios and telephones are quite low - 8000 
Hz (8000 samples per second). CDs obtain their much 
higher quality by using a sample rate of 44,100 Hz, while 
professional equipment uses rates from 48,000 Hz up to 
2,822,400 Hz (2.8 MHz). In figure 6-15, the sampling fre­
quency is represented by the number of bars which fit 
into a given space on the horizontal (time) axis. 

Sampling rate should not be confused with bit rate. Bit 
rate, which is a value displayed in some music players, is 
the amount of data used to represent each second of au­
dio. Higher bit rates mean there is a larger number of 
digital values to choose from when taking a sample. This 
finer granularity the digital value can more closely repre­
sent the analog signal. For example, the bit rate (vertical 
axis) in figure 6-15 only allows 12 possible values to be 
chosen, making the digital values only rough approxima­
tions of the analog values. If this number were higher, it 
would be possible to choose a value which is much closer 
to the original analog sound wave. 

Time 
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Figure 6-14 MIDI sequencing software. This example displays 
notes using sheet notation. 

In MP3 files, bit rates can range from 32 Kbit/s to 320 
Kbit/s, with lower bit rates producing smaller files, but 
also lower quality audio. As with images and video, au­
dio files can be saved in uncompressed, lossless, or lossy 
file formats-the most common are shown on page 132. 

MIDI 
MIDI (Musical Instrument Digital Interface) is a commu­
nication standard for music devices, computers, and mu­
sic creation software. Unlike digital sound recordings, the 
MIDI standard does not communicate any digital sound 
information. Instead, MIDI devices have built in record­
ings of different instruments played at different notes and 
pitches. MIDI music files contain only the instructions for 
how to play these instruments, but not the actual sound 
themselves. For example a MIDI file might contain the 
event 'play note C on channel 2', followed shortly after­
wards by the event 'stop note Con channel2'. The result 
of this is that MIDI files are relatively small, since no actu­
al sound data is saved. Another effect is that the same 
MIDI file can sound different on different playback devic­
es, depending on the quality of the instrument recordings 
the device uses. 

Figure 6-15 Digitisation involves taking multiple 
digital samples of an analogue sound each 
second 
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Digital Video 
As with audio, quite sophisticated digital video editing 
software is now available for home users. Microsoft Win­
dows and MacOS operating systems both include basic 
video editing programs, and other applications are avail­
able relatively cheaply. At their simplest, video editing 
programs allow video tracks to be cut, removed, and re­
arranged, and allow a sound track to be added. Typically 
a range of fades and titles can also be added. Many pro­
grams also have the ability to publish or encode the video 
at different resolutions and in different file formats. For 
example, low resolution, heavily compressed video can 
be used for uploading to the Internet (where file size is a 
major consideration), while large, higher resolution files 
can be produced for distribution on DVD. 

More advanced video editing software allows a range of 
effects to be added, such as changing the colour balance, 
brightness, and saturation of the video, or adding effects 
like grain. Usually several video and several audio tracks 
can be included in the same project to allow smooth fades 
between videos and to provide separate audio 'layers' 
such as dialogue, music, and background sound. Chroma 
key (green screen or blue screen) effects allow part of a 
video image to be replaced with another image or video 
source by removing specific colours. This effect is com­
monly used to display weather maps behind news read­
ers, and for special effects in films. In film and television, 
morphing is also sometimes used, where a source image 
is slowly transformed into a second image over a series of 
frames. 

Codecs 
To play compressed audio or video data on a comput­
er, a suitable codec is needed. The codec (compressor­
decompressor) is a piece of software which tells media 
players how to decode the particular compression for­
mat used by that video or audio data. When recording 
audio or video, the codec is also responsible for per­
forming the encoding. Codecs for common formats 
such as MP4 are often included with operating systems 
or media players, while other less common or newer 
formats may need you to download and install a sepa­
rate codec. 

Streaming Media 
Streaming media describes video or audio data that is 
played while it is being downloaded from the Internet, 
rather than waiting for the entire data to be download­
ed before playing commences. This means, for exam­
ple, that it is possible to start viewing a two hour film 

Figure 6-16 Digitisation involves taking multiple digital samples 
of an analogue sound each second 

also immediately. Streaming media systems download a 
small part of the media into a buffer, which is played 
while another section is downloaded and loaded into the 
buffer. Provided the data can be downloaded at least as 
fast as it can be played, the video and audio will playback 
smoothly. However, if the network bandwidth is insuffi­
cient, jerky, stuttering playback will occur, with frequent 
pauses. To offer better streamed playback, lower resolu­
tion video is often used. Some playback formats even 
offer a variety of resolutions and select an appropriate 
one based on your connection speed. 

Figure 6-17 Video editing software offers a wide range of effects -



Intellectual property 
Intellectual property is a commonly misunderstood is­
sue. Intellectual property refers to non-physical creations 
such as stories, music, works of art, and computer soft­
ware. These items require a significant amount of work to 
create, and so copyright law provides protection against 
use of this intellectual property by unauthorised users. 
Copyright is automatically obtained by the author of a 
work when it is created-there is no registration or appli­
cation process involved. 

Intellectual property refers not to the physical media con­
taining the work, but the work itself. For example, the 
story in a book is intellectual property, not the physical 
paper copy. This means making a film adaptation of a 
book without the author's permission would be a breach 
of copyright. It could even be considered a breach of cop­
yright to create another book using the same characters as 
the original without permission. 

Fair Use 
In some countries fair use allows exceptions to copyright 
laws under certain limited circumstances. In general sev­
eral factors are considered when determining fair use. 
The purpose of copying material is important: news re­
porting, parody, or reviews of material might be general­
ly considered fair use, whereas copying material for com­
mercial gain would not be. Educational fair use only 
applies in specific circumstances and does not exempt 
institutions or their students from copyright law. It is still 
illegal, for example, for a school to make full copies of a 
textbook or a DVD for distribution to its students. 

The amount of work reproduced is also considered - for 
example, using short extracts from a novel for a review 
would be considered fair use, but copying large amounts, 
even for review purposes, would not. Finally, the impact 
on the copyright holder is considered - if the owner will 
lose money due to the copying (such as lost sales), the 
copying is likely not to be considered fair use. 

Enforcing copyright 
Preventing copyright infringement can be difficult, as 
enforcement of copyright law varies drastically from 
country to country. This has become increasingly difficult 
as more companies wish to distribute digital versions of 
their work - such as e-books - but still maintain control 
over how they are used. Technical developments like 
peer to peer file sharing and high bandwidth connections 
have also made it relatively easy to distribute digital cop­
ies of material-legal or illegal. 

Multimedia 

Photographers or illustrators often use watermarking 
techniques to try to prevent copyright infringement of 
their work. A semi-transparent image, usually the au­
thor's name, logo, or a copyright symbol, can be inserted 
into a photograph in a way that makes it hard to remove 
yet relatively easy to still view the image. This can act as a 
deterrent to some unauthorised uses. 

Media companies often use Digital Rights Management 
(DRM) to control how their films, music, and e-books are 
distributed and used. Page 276 discusses DRM in more 
detail. Software companies often use additional tactics to 
protect their products, discussed on page 58. 

Free licences 
Some content authors choose to license their work freely, 
especially for non-commercial use. The Creative Com­
mons licences give creators a standard way to do this 
while insisting on certain conditions, such as requiring an 
attribution, requiring that any changes to the work are 
also made available for free, or requiring that the work is 
not used for commercial purposes. The GNU Free Docu­
mentation Licence (GFDL) is a similar licence, although 
it allows no restrictions on the use of work. Such works 
are sometimes said to be copyleft, to indicate that they 
can be freely used, in contrast to restricted c pyrjghted 
works. Sites like WikiMedia offer repositories of freely 
usable work, while other sites and search engines can 
often be configured to only return freely licensed results. 

Citing sources 
Some licences such as the Creative Commons Attribute 
(CC-BY) licences require you to credit the author of the 
work when you use it. Even if a work's licence does not 
require this, it is good practice to do so. Crediting work 
helps the reader or viewer understand the context of the 
work, shows that you have done research, and protects 
you against accusations of plagiarism or academic mal­
practice by apparently claiming other people's work as 
your own. Sources of material should be cited either in 
the footnotes of a page or in the bibliography at the end 
of the work. Different bibliographical formats exist but all 
include the title of the work (where relevant), the author, 
the date of creation, and in the case of web pages, the 
date of access (since web content can change rapidly). 
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Desktop Publishing and Word 
Processing 
Desktop Publishing (DTP) software allows complex pag­
es of text and graphics to be laid out for publications such 
as newspapers, magazines, brochures, and books. Like 
most word processing software, desktop publishing soft­
ware is WYSIWYG (What You See Is What You Get), 
meaning that the appearance of the document on the 
screen is exactly how it will appear when printed. 

However, whereas word processing software is focused 
more on the line-by-line creation of text documents, DTP 
software is page oriented, allowing objects such as text 
frames, images, and tables to be placed anywhere on the 
page. 

Features 
Master pages are an important feature of DTP soft­
ware, which assist in creating a consistent layout and 
appearance. Features added to a master page are auto­
matically added to every page in the document. This is 
useful for quickly placing items such as page numbers 
and titles in the same place on every page (e.g. in the 
header or footer) . 

Templates provide predefined layouts for creating a 
variety of document types. Users can simply replace 
the supplied dummy text and images with their own 
and quickly achieve an effective result. Many DTP 
programs include templates for newsletters, brochures, 
newspapers, and other common document types. 

Grouping tools facilitate the management of multiple 
objects at the same time, while alignment options al­
low objects to be positioned which much more preci-

Tips for successful DTP 

sion that could be achieved manually. 

DTP software also offers more advanced text manage­
ment features than word processors, including shaped 
text boxes, layers, advanced alignment controls, and the 
ability to adjust typography features such as kerning and 
tracking (adjusting the spaces between individual letters) 
and ligatures (combining two characters, such as the ae in 
encyclopaedia). 

Since DTP users often require output which can be pro­
fessionally printed, most DTP software supports export· 
ing in standard file formats such as PDF, and includes 
colour management options (see page 137). Colour sepa­
ration, required by some commercial printers, splits doc­
uments into separate images or layers, each representing 
one of the main colour components (typically CMYK­
Cyan, Magenta, Yellow, and Black). 
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Figure 6-18 A popular DTP program with a pre-defined template 
open 

1. Use a consistent layout-similar styles, themes, and colours should apply to most or all pages in a publication. 
2. Use only a few fonts-using a wide range of fonts makes a document look unprofessional. One font for the body 

text and one for headings and subheadings (at different sizes) is often enough. 
3. Long lines of text are often difficult to read. Use page margins or columns to reduce line length. 
4. Some colours (usually darker ones) appear very 'heavy' on the page and should be used sparingly and in balance. 
5. White space can be used effectively to guide the reader to items. 
6. Use the software's alignment tools rather than dragging objects into approximate alignment. 
7. Bleed-making images run right to the very edge of the page-can be an effective tool, but make sure it is support­

ed by your printer. 
8. Images intended for professional printing should be at least 300 dpi (see page 127). 
9. Do not resize images using a DTP program. Instead, resize them using the high quality scaling options in graphics 

software and then import them. 
10. Use the master page feature to automatically place items like page numbers and titles in exactly the same place on 

every page. 



Before exporting a document for printing, design-check 
options scan documents for potential problems which the 
designer might have missed, such as images with insuffi­
cient resolution for professional printing, objects which 
are outside the page boundary, text frames which have 
overflowing text, hidden objects, and a variety of other 
problems. 

Document File Formats 
Adobe's PDF (Portable Document Format) is often used 
for distributing digital documents. PDF files can include 
embedded fonts so documents appear exactly the same 
on every computer, and PDF viewers are freely available, 
meaning the recipient does not need the same desktop 
publishing software as the document creator. This is a 
major advantage as desktop publishing applications are 
often expensive and not compatible with each other. PDF 
documents can also include editable fields-useful for 
online form filling. DRM (see page 276) is also an option. 

Plain text files store only text (using ASCII or Unicode 
encoding) with no formatting, images or other data. They 
are commonly used for system log files and as a fall back 
format when transferring data between incompatible 
systems. Plain text files are also used for CSV data trans­
fers (see page 152). However, a better option when text 
formatting is needed is Rich Text Format (RTF). RTF 
supports text documents with embedded images and 
some formatting data. 

Formats like Microsoft's Word Document (.doc) are used 
because the software which creates them has features not 
supported by other file formats or standards. For example 
Microsoft Word has features for tracked changes, docu­
ment protection, editor's notes, and advanced layout fea­
tures-none of which are supported by RTF files. Howev­
er, because these formats are often proprietary, compati­
bility between systems can be a problem. The successor to 
the .doc format, Office Open XML (not to be confused 

Document File Formats 

Multimedia 

Colour Synchronisation 
Obtaining accurate shades of colour is very important 
in professional video, photography, and publishing, yet 
different monitors, printers, scanners, and cameras all 
represent colours with different levels of intensity and 
brightness due to differences in their design. Even indi­
vidual application programs can process and represent 
colours in different ways. 

Colour synchronisation, also called colour manage­
ment, is the process of ensuring colours produced by 
the output device (usually a printer) match the colours 
chosen by the designer in the software. 

ICC colour profiles help achieve consistent colours, 
regardless of output medium, by describing how indi­
vidual devices process and represent colours. Part of the 
colour profile includes the colour space, which de­
scribes how colours are defined. RGB (red, green, and 
blue), Adobe RGB and sRGB are common colour spaces. 

Both input and output devices, and images themselves 
can have specific colour profiles, describing how they 
represent colours. When an image is displayed, the in­
formation in the output device's colour profile tells it 
how to accurately represent the colours described by 
the image's colour profile. 

with Open Office) uses the file extension .docx. Office 
Open XML is a more open file format than previous 
Word documents, with specifications defined by an inter­
national standard. This should improve compatibility 
between various word processor programs. 

A recent development is the OpenDocument (.odt) for­
mat, which is an open standard, allowing any developers 
to use it. OpenDocument is the native file format of the 
LibreOffice and OpenOffice suites and can be used with 
several other popular office suites. 

DOC Microsoft Word Document. Standard for most versions of Microsoft Word, .doc files are widely used, though 
many other word processors are not fully compatible with it. 

DOCX Microsoft Word Document (Office Open XML). Standard for the most recent versions of Microsoft Word. 

ODT OpenDocument Text. A new format which has the advantage of being an open standard. 

PDF Portable Document Format. A widely used standard for transferring documents, especially if maintaining 
layout and preventing editing are important features. 

TXT Plain text. Contains no formatting information but is universally compatible 

RTF Rich Text Format. A format which allows for some text formatting and layout information to be saved. 



Chapter 6 

Presentations 
Many people, from business workers to teachers to scien­
tists, use presentation software to communicate ideas, 
facts, and opinions. Presentation software, which displays 
a series of slides on a screen or a projector, has become 
the de facto standard tool for this job. Unfortunately, many 
people have also sat through long, boring presentations 
featuring dozens of slides, which communicate poorly 
and leave the audience dozing. Despite this, poor quality 
presentations are still very common. 

If done well, presentations provide an excellent oppor­
tunity to support the speaker with images, videos, charts, 
and live demonstrations- techniques would could not be 

Creating Poor Presentations 

otherwise achieved. Unfortunately many presenters use 
presentations to contain all of their speaking notes, forc­
ing the audience to read each slide or, worse, reading 
each slide to the audience themselves. Instead, tools such 
as the speaker's notes, an area of the slide shown to the 
speaker but not the audience, should be used for this pur­
pose, listing short prompting points rather than full sen­
tences. 

Most presentation software has options to print out slides 
for the audience, often in a summary format. Some pre­
senters, especially teachers and lecturers, make presenta­
tions less passive by requiring the audience to add of key 
information which is missing from these notes, based on 
information in the presentation. 

This slide illustrates many of the mistakes commonly made by presenters. The primary mistake is packing the slide 
with far too much information. The large amount of text means the audience will be busy reading the slide rather than 
listening to the presenter. This will be made even worse if the presenter starts to read the slide to the audience-a com­
mon, but inadvisable, technique. People read much more quickly than they speak, so the audience will be way ahead of 
the presenter in these cases. 

The layout of the slide is also poor. The slide's background image is distracting and makes it hard to read the text. The 
title's colour exacerbates this problem. Ironically for a slide about photography, the inclusion of an image makes every­
thing less attractive. 

Heading font gives 
a childish impres­
sion 

Lots of text means 
a small font size 

Text is hard to read 
against back­
ground 

read 

Clipart image is not 
directly relevant to 
the slide content. 
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Tips for effective presentations 
1. Use a small number of key words rather than presenting large pages of text on the screen 
2. Know your topic so you do not read your slides to the audience (reading is usually done in conjunction with mis-

take #1) 
3. Face the audience (usually people turn their back to the audience when making mistake #2) 
4. Use subtle, complimentary colours. Simplicity is key, and certain colours (red and blue) are hard to read together. 
5. Use photographs to illustrate concepts rather than using standard clip art which most people have seen many 

times. 
6. Keep slide transitions simple and consistent (e.g. a sideways slide for continuing a point, and a upwards slide to 

move onto a new point). Avoid lots of effects like spinning text, bouncing text, and zooming text unless your audi­
ence is very small children! 

7. Keep the presentation short and focused. When a lot of images are used, move through slides quickly. 
8. Be flexible-for example, be prepared to change the order of topics or skip some items if the audience's level of 

understanding differs from what you thought it would be. 

Creating Better Presentations 
This slide demonstrates a better way to present the same information. The primary changes are splitting the points 
made in the previous slide into separate slides. The description of each photography rule has also been removed, with 
the only text now the name of the rule. This leaves the speaker the job of describing, as it should be. More importantly, 
reducing the text and positioning it in an 'empty' part of the image allows more of the images to be shown-allowing 
them to illustrate the rule being described and support the speaker's description, rather than distracting from it. Now 
the presentation is being used to show something the speaker could not otherwise show-images-rather than simply 
repeating his words. Another advantage of this approach is that although more slides will be generated, each one will 
be moved through more rapidly-offering a constantly changing image to keep the audience's attention. 

Rule #1: 
Leading Li 
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Chapter Review 
Key Language 
AAC Creative Commons lossy compression scaling 
alignment cropping master page selection tools 
AVI Desktop Publishing mega pixel streaming media 
bit depth digital effects MIDI SVG 
bit rate Digital Rights Management motion capture template 
bitmap graphics digitisation MOV text file 
blue screen DOC MP3 TIP 

BMP Dots Per Inch MP4 true colour 
buffer fair use MPEG TXT 
CGI filters object oriented graphics typography 
cloning FLAC ODT vector graphics 
colour balance flipping PDF video CODECs 
colour depth footer pixel virtual actors 
colour levels GIF Pixels Per Inch Vorbis 
colour management green screen plain text watermarking 
colour profile header PNG WAV 
colour synchronisation image editor raster graphics WMA 
composite image intellectual property resolution WYSIWYG 
compression JPG Rich Text Format Zip file 
Computer Aided Design layer rotating 
copyright lossless compression sample rate 

Exercise 6-13 
Match the terms on the left with the definitions on the right. 

1) Lossless compression 

2) Resolution 

3) DPI 

4) Lossy compression 

5) WYSIWYG 

6) Mega pixel 

7) Colour synchronisation 

8) Plain text 

9) Bit depth 

Exercise 6-14 

A) 

B) 

C) 

D) 

E) 

F) 

G) 

H) 

I) 

Ensuring that on screen image colours match the final output 

The number of pixels that appear per inch in the output of an image 

Displaying documents exactly as they will appear in the final output 

The number of pixels in an image 

The number of colours stored in an image 

When repeated patterns of data are stored in a shorter form to save space 

A document which contains only characters, but no formatting data 

Data from an image or video is discarded in order to save space 

A common way of measuring the resolution of digital cameras 

In September 2009 it was reported that the French government, in an attempt to reduce the incidence of eating disor­
ders and associated health problems among the young, wanted to put disclaimers on published images that were 
computer edited. The warnings would be similar to the types of warnings found on packets of cigarettes, inform the 
viewer that the subject of the image had been physically altered. The warnings would apply to all forms of published 
images, including advertising, magazines, and political images. 

Discuss whether this style of warning would be a good idea. Would it achieve its goal? Do you think magazines 
would include the warnings, or decide not to edit images instead? [8 marks] 

-
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Exercise 6-15 
Imagine that you are the editor of a major newspaper or magazine. You have been asked you to create an Ethical Edit­
ing Policy for the photographers that work for you. This policy should be a set of rules that tells workers what kind of 
computer manipulations are acceptable and which are not acceptable. The policy should also explain the reason behind 
each rule. Examples to illustrate both acceptable and unacceptable ted tniques would be a good idea. [10 marks] 

Exercise 6-16 
Consider the different types of media covered in this chapter: word processing, DTP, audio, video, and presentations. 
Explain why a business might decide to use some of these more traditional forms of media to advertise itself, instead of 
the web 2.0 media on page 85. [4 marks] 

Exercise 6-17 
Create a presentation to explain the key points of one of the topics covered so far in this textbook. Aim to follow the 
good presentation guidelines on page 139. [10 marks] 

Exercise 6-18 
Virtual actors-characters created entirely using computer graphics techniques-are becoming 

more common in films and television. Fantasy and science fiction films in particular make use of 

virtual actors to create characters which would be very difficult to otherwise create. 
(a) (i) Identify two file formats commonly used to store video. [2 marks] 

(ii) Describe two factors that affect an image's quality. 

(b) Explain the process involved in lossy compression. 

(c) Discuss the advantages and disadvantages of using virtual actors instead of human actors. 

Exercise 6-19 

A small dry cleaning business wishes to enlarge its customer base by increasing its advertising 

profile. It is considering creating promotional leaflets or a simple web site. 

[4 marks] 

[6 marks] 

[8 marks] 

(a) (i) State two file formats commonly used for storing documents. [2 marks] 

(ii) Distinguish word processing software and desktop publishing software. [4 marks] 

(b) Explain why documents are often saved as PDF files when they are distributed. [6 marks] 

(c) Analyse the arguments for creating paper promotional leaflets rather than a web site for this business. [8 marks] 

Exercise 6-20 

A news agency which publishes both printed newspapers and online news has decided to start 

accepting photo contributions for publication from its readers. 
(a) (i) Define the term DPI. 

(ii) Describe two ways a user might submit an image to the agency for publication. 

(b) Explain why news agencies might accept user contributions for publication. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) Discuss the considerations the news agency must make when deciding to publish users' contributions. [8 marks] 
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Databases 
Databases-organised collections of related data -are at the heart of many IT systems. Obvious examples include sys­
tems for storing employee records, students records, and medical records, but databases are at the core of many other 
systems too. Search engines, social networks, online shops, and very many businesses employ databases to manage 
their organisation's information. The increased ability to gather data using IT, along with advancements in data mining 
techniques to make decisions based on data, raises issues of privacy and emphasises the need for data integrity. Storing 
large amounts of personal data in one place also makes such databases prime targets for hackers, and several compa­
nies have experienced significant data losses in this way. This chapter examines the construction and use of databases, 
and their role in IT systems. 

Databases 
A database is a collection of related data, stored in an 
organised manner so that it can be retrieved later. Data­
bases are used in many different areas, and many IT sys­
tems have databases 'behind the scenes', even if they are 
not immediately obvious. Examples of databases include: 

Business databases including customer information, 
product data, and supplier details. Databases are used by 
e-commerce businesses such as Amazon, maintaining not 
just records of products but also the shopping behaviours 
of their customers, allowing them to customise each us­
er's shopping experience. 

Transport databases for flight or train information, 
providing up to the minute information to passengers, 
and allowing customers to view and book journeys from 
anywhere in the world, over the Internet. 

Search engines such as Coogle, Yahoo, and Bing use da­
tabases to store both the contents of web pages (to enable 
their searches to work), and details about user's behav­
iour, including common searches and topics of interest. 
These are used to customise search results and advertise 
to individuals. Social networks such as Facebook, 
MySpace, and Linkedln use a similar approach. 

Online databases, such as the free encyclopaedia Wikipe­
dia, hold huge volumes of articles, images, and video 
accessible to anybody with an Internet connection. 

Government databases including criminal records, tax 
records, medical records, libraries' databases of books, 
and schools' databases of students. Often these databases 
are interlinked, raising questions about privacy and con­
trol of data. 

Database Management Systems 
The software used to create and maintain databases is 
known as a Database Management System (DBMS) or 
Relational Database Management System (RDBMS). 
Examples of DBMS software with various capabilities 
include Microsoft Access, MySQL, Microsoft SQL Server, 
FileMaker Pro, and LibreOffice Base. Spreadsheet appli­
cations, such as Microsoft Excel, LibreOffice Calc, and 
Apple's Numbers, focus on numerical calculation and are 
not considered database programs. 

... ~,.,,.., 
~ (>".fa:::llo"""-' 

Figure 7-1 Databases have applications in many areas 



Database Structure 
Databases organise information into fields, records, and 
tables, determined by how the pieces of data relate to 
each other. Fields are the smallest pieces of information 
in a database. A field is a property of an item. For exam­
ple, the name of a student, the price of a product, and the 
telephone number of an employee are all fields. A record 
is a collection of fields that relate to the same item. For 
example, together the name, class, grade, home address, 
and email address for one student form a record for that 
student. Tables are collections of records that are all of 
the same type. For example, all records which represent 
students would go in the Students table. All records 
which represent teachers would go in the Teachers table, 
and all records which represent books would go in a 
Books table. 

Each table in a database should have a primary key 
(sometimes called a key field). A primary key is a field 
which is different for every record in that table. This al­
lows each record to be uniquely identified. For example, a 
student identification number would make an appropri­
ate primary key, assuming each student has a different 
number. The student name or telephone would not make 
good primary keys, because several students might have 
the same name or the same telephone number. 

In figure 7-2, there is no candidate for a primary key. The 
'car registration' cannot be, because each car can be rent­
ed more than one time. Similarly, customers can rent cars 
on many occasions, so their name may appear more than 
once in the table. If the rental date were the primary key, 
it would mean only one car could be rented each day­
clearly not desirable! One solution is to add a new field 
called RentaliD, which could uniquely identify each rent­
al. Another solution is to use two fields, car registration 
and rental date, to form a composite key. A composite 

,--------------------------------------- ---------~, Common Mistake 
Database and spread heet software are often con­
fu sed . Spreadsheet software like Microsoft- Excel, Ap­
ple Numbers, and LibreOffice Calc are used primarily 
for the processing and calculation f numeJ·ic data. 
DBMS are used to organise, store, and retrieve large 
amoun ts of data. 

''-----------------------------------------------~' 
key consists of two or more fields which, separately do 
not uniquely identify records, but do when combined. 

Using the 'Car registration' and 'Rental date' as a compo­
site would work, because each car can only be rented 
once on a given day (assuming the minimal rental is 24 
hours). · 

Many database tables also have secondary keys, some­
times called alternative keys, or indexes. A secondary 
key is a field which might frequently be used to search a 
table. For example, in figure 7-2, the 'Car registration' 
field could be a secondary key because the table might 
often be searched or sorted by that field. Unlike a primary 
key, a secondary key does not have to be unique. A table 
can have several secondary keys. 

Each field in a database must also have a data type, 
which determines what sort of data can be stored in it -
such as text, numbers, a date, or an image. Data types are 
a good first step to helping ensure validation of data by 
only allowing data of the desired type. Page 146 shows 
examples of data types used in common database appli­
cations. 

Fields 

/_J~ 
rear registration Customer Name Rental date Return date Rate 

Record R456JKR Edwin Moss 1/12/2010 2/12/2010 Standard 

A124 OEP Jack Frame 1/12/2010 8/12/2010 Standard 

F672 TIR Rob Martin 2/12/2010 9/12/2010 Premium 

R456JKR Matthew Plate 3/12/2010 5/12/2010 Standard 

- J90 HAM Edwin Moss 3/12/2010 14/1/2011 Premium L -... 

Figure 7-2 The components of a database 



Data Types in Microsoft Access 
Microsoft Access provides the following data types. Most DBMS software provides similar options, though sometimes 
with slightly different names. 

Number Allows only numeric data, the range of which can be specified. 

AutoN umber A numeric field whose value is automatically increased by 1 for each new record. This makes it 
useful for assigning numeric primary keys, like identification numbers. 

Text Allows letters, numbers, and symbols, up to 255 characters long. 

Memo A version of the Text data type, without any length restriction. 

Yes I No 

Date/Time 

Allows only two options- yes or no, true or false, on or off (i.e. a Boolean value) 

Stores dates and displays them in the computer's default format. 

Attachment Used for adding files in any format- for example, sound files, images, and videos. This might be 
needed to attach a photograph of a student in a school database, for example. 

Flat file databases 
Figure 7-3 shows a sample of the bookshop database cre­
ated in exercise 7-2. This database would be quite useful 
to help us locate books and find out more information 
about them. However, after examining the sample data in 
the table, a problem should be clear: the table contains 
quite a large amount of redundant data - data that is 
needlessly repeated (figure 7-3). 

For example, there are several books published by Pica­
dor, and in each case the Publisher field and the Publisher 
Country field contain the same information ('Picador' and 
'Australia' respectively). Similarly, there are several books 
authored by Primo Levi, and for each instance the Nation­
ality and the Date of Birth fields contain the same infor­
mation. This needlessly repeated data is known as redun­
dant data, and it would be much better to store it only 
once. Redundant data causes several problems: 

Exercise 7-1 

• Data integrity-the more often data is repeated, the 
higher the chance that a mistake will be made. This 
leads to a situation where the same field can have 
different, inconsistent, values in different records. 
For example, two different dates of birth might be 
accidentally entered for the same author. 

• Data integrity - related to the above problem, if a 
field such as the author's date of death needs to 
change, the entire database must be searched for all 
occurrences of that data. This causes problems be­
cause some copies of the field might be updated 
while others are missed, creating inconsistent data. 

• Wasted storage space- multiplied by thousands or 
even hundreds of thousands of records, redundant 
data can consume a lot of disk and memory space. 

The problem of redundant data occurs because the cur­
rent bookshop database is a flat file database -a database 
which contains just one table. Flat file databases are ade-

Identify fields which would make appropriate primary keys and secondary keys in the following database tables: 

a) A table of student details in a school c) A table of employees in a factory 
b) A table of products in a supermarket d) A table of bank accounts in a bank 

Exercise 7-2 
Use DBMS software to create a simple database for a bookshop, with one table. Include at least the following fields: 
Book title, Author first name, Author second name, Publisher, Publisher country, Pages, Date of birth, Date of death, 
Nationality, Book language, Original language, Year, Genre, Paperback, Topic. Choose appropriate data types for each 
field and add 10 sam le records. 

Exercise 7-3 
Before the widespread use of computers, large volumes of data, such as students records in a school, were stored in 
paper files and filing cabinets. Explain some advantages of using a computerised database to store information. Are 
there any disadvantages or potential problems with computer databases? [8 marks] 



Title Author First Name Author Second Name 

The Climb Anatoli BouKreev 

In Patagonia Bruce Chatwin 

lfThis is a Man Primo Levi 

If Not Now, When? Primo Levi 

The Collected Poems William Butler Yeats 
of W.B. Yeats 

Into Thin Air Jon Krakauer 

Ghosts of Everest Larry Johnson 

Into the Wild Jon Krakauer 

Bodies from the Ice James Deem 

Figure 7-3 Sample flat file database containing book data 

quate for storing small amounts of simple data, but for 
even relatively complicated data the above problems 
quickly occur. 

However, note that not all repeated data is redundant 
data. Sometimes it is necessary to repeat data in a data­
base. For example, in figure 7-3, by coincidence both Into 
Patagonia and Into the Wild have 224 pages, so the number 
224 is repeated. However, this is not redundant infor­
mation because the number of pages varies (generally) 
for each book-there is no way of determining the num­
ber of pages from some other property of the book. In 
contrast, the Publisher Country is redundant because 
once we know the Publisher for a book, we know the 
Publisher Country. 

Normalisation and Relational Databases 
A better way to represent most data is using a relational 
database. Relational databases split data into multiple 
tables, each containing records related to one type of item 
or entity. These tables are then related to each other. The 
process of creating a relational database which has no 
redundant data is known as normalisation. 

In the bookshop database in figure 7-3, three clear entities 
are represented: books, authors, and publishers. Current­
ly these are all stored in the same table, which goes 
against the principle that a table should represent a single 
type of item or entity. Books, authors, and publishers 
each belong in their own separate table, with only the 
fields that relate to them. Each table must also have a 
primary key. Figure 7-4 demonstrates how the bookshop 
database could be broken into three separate tables. This 
solves the problem whereby redundant data existed, be­
cause in a relational database only one copy of each pub-

Publisher Publisher Pages Nationality Date of birth 
Country 

StMartin's us 297 Russian 16/1/1958 

Penguin UK 224 English 13/5/1940 

Penguin UK 290 Italian 31/7/1919 

Picador Australia 305 Italian 31/7/1919 

Penguin UK 101 English 13/6/1865 

Picador Australia 260 American 12/4/1954 

Random House us 600 American 

Anchor us 224 American 12/4/1954 

Picador Australia 299 American 

lisher's data is stored-in the Publishers table. If a pub­
lisher's details are changed, a single record can be 
changed. This avoids the potential problem of incon­
sistent data. 

Note that the Publishers table may still contain some re­
peated data (for example, several publishers might have 
the same country), but this is not redundant data. This par­
ticular data needs to be repeated because it depends on 
the Publisher. 

AUTt10RS BOOKS PUBLISHER 

*Author ID *Boo kiD *Publisher 

First Name Title Publisher Country 

Second Name Pages 

Date of Birth Book language 

Date of Death Original language 

Nationality Year 

Genre 

Paperback 

Figure 7-4 The book shop database split into three tables­
the first stage of normalisation 

:------------------------------------------------~, 
: Common Mistake ! 
! Storing a person's age in a field is a bad idea. Every i 
1 year the age field will need to be changed and worse, ' 
~ : 
1 there would be no .indication of when it needs to be , I I 
, updated . Tt is much better to store a person's date of l 
~ ~~ ~~~ ! 
I I 
\ ' 
~------------------------------------------------~ 



Relationships 
Once the data has been normalised into separate tables, those tables must be linked, 
or related, to other tables. This needs to happen so that details can be referenced 
from one table to another. For example, when looking at a book, we need a way to 
find out the information about its author. When looking at a publisher, we need a 
way to find out which books that publisher has published. 

The first relationship to consider is that between Authors and Books. There is a one 
-to-many relationship here: one author has many books (potentially), but one book 
only has one author (we are assuming this is the case in this example). 

AUTHORS 

*Author ID 

First Name 

Second Name 

BOOKS 

*Boo kiD 

~AuthoriD 
Title 

Date of Birth Pages 

Date of Death Book language 

Nationality Original language 

Year 

Genre 

Paperback 

Figure 7-5 A foreign key has been added to 
the Books table (AuthoriD) and related to the 
field of the same name in the Authors table. 

To create this relationship, an AuthoriD 
field needs to be added to the Books 
table. This field can then be related to 
the AuthoriD field in the Authors table 
(figure 7-5). 

This illustrates one of the fundamental 
rules of relationships: they must exist 
between two fields which represent the 
same item of data. It would make no 
sense to have a relationship between 
the AuthoriD field and the book title, 
since they represent totally different 
items (not to mention that one is a nu­
meric field and the other is a text field). 
The AuthorlD field in the Books table is 

known as a foreign key, because it only exists to be part of a relationship with an­
other table. 

Now the problem of redundant data is solved. In order to find out the author de­
tails of a specific book, we simply look at the book record, find the AuthoriD field, 
and then look up the corresponding AuthoriD in the Authors table (figure 7-6). 
Only one copy of the author's information is stored, so if it changes, those changes 
will automatically be reflected in all books with that author. 

*BookiD AuthoriD Title Pages Book Language Original Language 

3643 11 The Climb 297 English 

3644 2 In Patagonia 240 English 

3645 5 If This is a Man 290 English Italian 

Key Point 
A relational database is a 
database in which multiple 
tables are linked together by 
relationships. Each table 
holds the data about one 
type of item or entity. 

Key Points 
There are two key points 
about relationships: 

1. They occur between two 
fields with the same 
name and same data 
type 

2. They occur between a 
primary key and a non­
primary key. 

Year Genre Paperback 

1998 Non-fiction No 

1977 Non-fiction Yes 

1958 Non-fiction Yes 

L:··••••ID First Name Second Name Date of Birth Date of Death Nationality 

Primo Levi 31/7/1919 11/4/1987 Italian 

6 Robert Harrison 4/12/1940 

7 James Heil 1/4/1981 

Figure 7-6 Relationships allow data to be looked up from other tables 



Finally, to complete the normalisation process, a second relationship needs to exist be­
tween the Publisher table and the Books table. Again, the relationship is one-to-many: 
one Book has exactly one Publisher, but one Publisher has many books (potentially). As 
with the first relationship, a foreign key (Publisher) needs adding to the Books table. 

AUTHORS BOOKS PUBLISHER 

*Author ID ~ *BookiD j''"'!;'h" 
First Name AuthoriD Publisher Country 

Second Name Publisher 

Date of Birth Title 

Date of Death Pages 

Nationality Book language 

Original language 

Year 

Genre 

Paperback 

Figure 7-7 The final, fully normalised version of the book database 

Exercise 7-4 
Rework the Bookshop database from exercise 7-2 into a relational database. Remember that a relational database 
contains no redundant data. 

Exercise 7-5 
Look at the table below and identify th data which i rep a ted. Then: 

a) Try to work out which data is redundant (unnece sarlly r peat d), and data which is repeated, but neces­
sarily so. 

b) (dentify the groups of fields which belong together, and normalise this data into a relational database. 
Remember to select app-ropriate primary keys, foreign keys, and relationships. 

StudentiD First Name Second Name Grade Head of Year Registration Tutor Prefect Registration Room 

1234 Andrew Smiles 11 A MrQuljada Mr Frost No 59 

3456 Harris Brown 11 B MrQuljada MrAndrews No 42 

6899 Sam Smith 12 A MrS!Jn MsShaw No 61 

3455 Bob Fie ld llA MrQuljada Mr Frost No 59 

3577 Harry Pipe 12A MrSun Ms Shaw Yes 61 

1233 T0m Keslake 12 B MrSun Ms Toper Yes 62 

2135 John Janis llA MrQuijada M r Frost No 59 

4321 Rose Brlans 11 B MrQuijada Mr Andrews No 42 

Exe.rcis 7-6 
Expand the database from exercise 7-4 to function as a bookshop's database. This means you will need to add ·infor­
mation about customers and U1 orders they· make. "En ur you create a fully normalised relati nal databas . 



Queries 
A query is a way of selecting only the records in a data­
base that match certain criteria. For example: 

• 
• 
• 
• 

• 
• 

• 

All students who achieved over 90% in the test 
All results from Student A which were less than 40% 
All products that have less than 10 items in stock 
All customers whose last purchase was over 6 
months ago 
All appointments today between 9:00 and 12:00 
All books which are paperback and which are longer 
than 400 pages 
All books by American or English authors 

Queries are essential for accessing only the required in­
formation from a database. This is especially important 
when a database contains tens of thousands of records­
manually searching through would be slow and error 
prone. Queries can have simple criteria such as 'Book lan­
guage is English', or they can use mathematical operators 
such as greater than or less than to compare values. These 
are useful when specifying a range of criteria, such as 
books published only in the last month. Boolean opera­
tors such as AND, OR, and NOT are used to combine 
criteria. For example: 

• Language is English OR Spanish 

When using a graphical database program such as Mi­
crosoft Access, queries are normally created by selecting 
the fields to be displayed and typing criteria for fields in 
the appropriate space (see figure 7-8). 'AND' queries are 
created automatically by entering criteria for more than 
one field, while 'OR' queries are created by listing several 
criteria for one field. Queries can also be created using a 
query language such as SQL (Structured Query Lan­
guage), explained on page 153 . 

Parameter queries 
In some situations, the criteria for a field might not be 
known at the time a query is designed. For example, we 
might need a query to find all the books written by a cer­
tain author, but we don't know which author until a cus­
tomer in the bookshop decides. 

One very inefficient method would be to create separate 
queries for each author-All books by Levi, All books by 
Jones, All books by Campbell, and so on-but this is clearly 
time consuming and error prone. It would require a huge 
number of queries, plus a new query every time a book 
by a new author was introduced. A much better approach 
would be to use a parameter query. A parameter query 
prompts the user for a value when the query is run. The 
data entered by the user is used as the criteria for that 

• Language is NOT English 
• Language is Italian AND author is 

Levi 
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Figure 7-8 A simple query with the criteria '>300' for 
the pages field (left), and the results of running the 
query (above). 



Figure 7-9 A parameter query in 
Microsoft Access. The criteria are 
specified using square brackets, 
and the user inputs the precise 
criteria into a dialog box when the 
query Is run. 
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field (in this case, the author name). Parameter queries 
allow criteria to be specified at run-time rather than de­
sign-time, allowing much greater flexibility. In Microsoft 
Access parameter queries are achieved by using square 
brackets in a field's criteria (see figure 7-9). 

Exercise 7-7 
Create the following queries for the database you created in exercise 7-2. Remember that you will need some sample 
records in order for the queries to work. 

a) The title and genre of all books by Ed Viesturs 
b) All books whose original language is English, but have been translated to another language. 
c) All books published in 1998 
d) All books longer than 250 pages 
e) All books published in the UK 
f) The title of all books by Canadian authors 
g) All books about Mountaineering or Hiking or camping. 

Exercise 7-8 
Create the following parameter queries for the database you created in exercise 7-4. Remember that you will need some 
sample records in order for the queries to work. 

a) All books by a specified publisher 
b) All books on a specified topic 
c) All books by a specified author 

Exercise 7-9 
Create the following queries for the database you created in exercise 7-6. Remember that you will need some sample 
records in order for the queries to work. 

a) The titles and order dates of all books ordered by a specified customer 
b) All orders made during the last week 
c) All orders made more than one month ago which have not been fulfilled yet 

-

I 



Forms 
Forms are used to present a user friendly graphical inter­
face for entering and altering data in a database. Because 
of this, they are sometimes referred to as data entry 
screens. Forms shield users from the complexity of data­
base tables, queries, and relationships. For example, in a 
doctor's database, patient details may be stored in one 
table while one or more x-ray images for each patient are 
stored in a separate table. A form can easily display the 
patient details and the x-rays belonging to them on the 
same screen, saving the user from switching between the 
patient table and another table or query for the x-ray im­
ages. Similarly, command buttons can be added to forms, 
allowing additional windows to be opened, such as all 
appointments made by that patient-even though in the 

3J Patient Details 

Patient Data 

Ht\ll'" tnte. View Treatme 

View Appolntm 

Addrllll2 

Aoar .~:..:1: 

Tnlt>phor.e 1. 

ll?l;;pliOI e 1.: 

Edit Ptlnt 
····· · ··-~~-·--· · 

CSVand TSV 

underlying database, these appointments will be stored 
in a separate table. 

Forms can also shield some data from users, helping to 
control how it is accessed. For example, they can limit the 
fields displayed, or can display fields but prevent altera­
tion. In most cases, for example, users should not be al­
lowed to edit automatically assigned identification num­
bers which are used as key fields . 

Forms can be designed with a variety of layouts and col­
ours and can be customised to include company logos, 
labels, and images. This is useful because the interface 
can be altered to use style and terminology similar to 
other applications the organisation uses, speeding up 
their transition to the system. 

Results and Tests 

Print 

Figure 7-10 Forms provide an easy to use graphical 
interface to enter, alter, and view data 

CSV (Comma Separated Values) and TSV (Tab Separated Values) are common ways of transferring data between 
different database and spreadsheet applications. They are useful in cases where programs use different file formats to 
store their data. CSV and TSV both save fields and records into plain text files, which can be read by most database and 
spreadsheet programs. CSV files separate each field value with a comma, while TSV files separate each with a tab. CSV 
and TSV are sometimes referred to as comma 

Figure 7-11 Records exported as CSV 
(or tab) delimited values. 

Figure 7-11 shows the rentals database from 
page 147 saved as CSV. Each record is on a 
separate line (the first line contains field 
names), and fields are separated by commas. 
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"R456 JKR". "~\auhe· Plat.e '', "3 / 12 010" , "5 / 11/ 2010" . "s tandard 
" J90 HAl~", "Ed1dn Moss", "3 / 12/ 2010", "14 /1 / 2011". "Premium 



Reports 
Reports are a way of presenting data from a table in a 
database in a more professional manner than the default 
data sheet view. Reports can also include complex data 
sets from multiple tables and queries, laid out in an easy 
to understand manner. 

Like forms, reports can be customised in terms of layouts, 
colours, company logos, and data field layout. This helps 
provide information which is easier to interpret than the 
rows and columns view used by tables. The results dis-

played in a report can also be ordered or sorted by differ­
ent fields, and in built functions usually allow calcula­
tions to be made, such as the number of records being 
returned or the total value of certain fields in those rec­
ords. For example, a report of outstanding payments 
might list those owing money and summarise the infor­
mation at the bottom of the report with the number of 
debtors and the total value of their debt. 

Reports are usually, though not always, designed to be 
printed out. 

1.1 Appoint,.,~u Today -=- ,, L = I @l ~ Figure 7-12 Reports 
.--------__;,-'--=-------=-_:_---------------------, provide professional 

looking output 
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Structured Query Language 
SQL is a language for writing instructions to manage databases. It is designed to be easily understandable by humans, 
and is (in theory) compatible across different database products. SQL can be used to create fields, records, and tables, 
run queries, and edit or delete information. Examples of SQL statements include: 

SELECT * FROM Books WHERE pages > 300 

Show all books with more than 300 pages, producing the same results as figure 7-8. 

SELECT * FROM Books WHERE Book_language='English' OR Book_language='Spanish' ORDER BY 
title 

Show all books in English or Spanish, sorted by the title of the book 

SELECT * FROM Books WHERE NOT Book_language='English' 

Show all books whose language is anything other than English. 

INSERT INTO Books VALUES 'Lost on Everest', 'BBC', 'BBC', 400, 'English', NULL, 2009, 
'Factual', True 

Adds a new record to the Books table with the supplied field values (this particular statement relies on knowing the 
order of the fields in the table). 



.-r- Chapter 7 

Issues: Integrity 

"Data is as valuable as gold but as perishable as 
fresh fruit" 

Data integrity - ensuring that data is correct, relevant, 
and up to date - is one of the biggest issues related to 
databases. A lack data integrity can cause a wide range of 
social impacts, including economic losses and legal prob­
lems. Worse, because many people trust computers, it can 
sometimes be hard to convince database managers to 
correct or remove erroneous data. Examples of database 
errors include: 

A woman lost her job as an accountant because an FBI 
background check erroneous stated she was 'unsuitable' 
for the job, though it did not say why. Although the error 
in the FBI's National Criminal Information Center data­
base was later discovered and corrected, the woman was 
not rehired1

• The problem here was not only the incorrect 
data, but the lack of transparency about how the decision 
that the woman was 'unsuitable' was reached. 

A new government tax database in the UK sent 1.4 mil­
lion people incorrect tax bills totalling £2 billion. The bills 
stemmed from errors in the previous computer system 
which had under billed people2

• 

In 2010 The Times reported that the UK's new electronic 
medical records system (see page 258) contained errors 
and omissions in medical histories, which 'could lead to 
patients being given inappropriate medication or suffer­
ing severe reactions, which in the worse cases can be fa­
tal.'3. The new electronic system was supposed to im­
prove care by reducing errors. 

In the US, inconsistencies in the way names were stored 
in Social Security Administration databases and electoral 
registration databases caused 20% of voters in a test to be 
rejected. The error occurred because some names were 
stored in full in one database, but with only an initial for 
the middle name in another. The software processing the 
databases required an exact match to verify a voter4

• 

Errors in the terrorist watch lists maintained by the US 
Transportation Security Agency (TSA) regularly make the 
news media. Two lists exist-a No Fly List, which con­
tains the names of people banned from air travel to or 
from the US, and the Selectee List, detailing people who 
warrant additional security checks at airports. Passen­
gers' names are checked against the list at check in. In one 

example, three people named James Robinson were 
stopped at US airports because they had the same name 
as a suspected terrorist. One of them was a commercial 
airline pilot. Another was an eight year old boy5

. In a 
separate incident, a man named Daniel Brown was 
placed on the watch list and suffered problems checking 
in to future flights because security officials found traces 
of gunpowder on his boots. He was a marine returning 
from an eight month tour of Iraq6

• There are many re­
ports of individuals being stopped multiple times be­
cause they are repeatedly confused somebody on the list7

• 

Aside from the inconvenience of missed flights caused by 
incorrect data, these cases highlight the implicit faith 
which people often have in computer systems. In the cas­
es of children being highlighted as security risks, it might 
be reasonable to assume security staff would recognise 
this as an error, rather than subject them to additional 
checks, but this is frequently not the case7

. Travellers who 
are repeatedly stopped because of the same error also 
highlight the concern about how data is included on such 
lists, and how it can be removed. 

In any database system, data may be incorrect for several 
reasons. The data may be: 

• Out of date 
• Entered incorrectly 
• Transferred from another database (badly) 
• Changed accidentally 
• Changed deliberately 
• Incomplete 
• Totally missing 

The final two points might not sound significant but can 
lead to serious problems. For example, incomplete medi­
cal records might miss vital details of a patient's previous 
medication, complications, or conditions, which could 
lead to dangerously incorrect treatment. Similarly, police 
records which fail to show the outcome of criminal pro­
ceedings might fail to indicate a person was found inno­
cent. Equally serious would be a failure to record previ­
ous convictions. 

While deliberate tampering of data can be reduced to 
some extent by adequate security measures (see chapter 
5), accidental changing of data is hard to guard against. 
Finally, data must be kept up to date to ensure that it 
does not lose integrity over time. Telephone numbers and 
addresses might reasonably change, as might financial 
and medical records. An out of date address in a sex 
offender's register, for example, could have serious con­
sequences (see exercise 7-18). 



DataD.ases 

Exercise 7-10 
Use RDMBMS software to create a relational database for one of the scenarios below. Pay close attention to the choice 
of fields, data types, tables, and relationships, and make sure the database is normalised. Create the required queries 
and add validation checks to the appropriate fields. Create Forms for input and Reports for professional output. 

Scenario 1 - Online Pet Shop 
A pet store lets customers choose and pay for their pets via their web site. Customers can pay for the pets using either a 
credit card or a PayPal account. A PayPal account number starts with PP and is followed by a maximum of 12 num­
bers. For credit cards, only Visa and MasterCard are accepted. Cash is not accepted. The store sells many kinds of ani­
mals and breeds, including some exotic species which require the purchaser to have a special licence. If needed, the 
customer's licence number will be collected along with the financial details when he places an order. The licence num­
ber is 2 digit number followed by four letters. The law requires the store to produce a list of all exotic species sold dur­
ing the last month. 

The Society of Animal Welfare requires all pet shops to provide a weekly report detailing the health condition of all 
pets under their care. Pet shops are subject to random inspections and face a large fine if they cannot produce this re­
port. Because of this, each individual animal needs to be tracked. Pets are supplied by a variety of different companies. 
Usually one company supplies multiple types of animals. The store uses several queries to check on its business. Each 
week the manager checks to see the sales for the past week. Occasionally he also checks the sales from the past six 
months. In the future, he would like to have these same reports group the sales by species of animal. 

Scenario 2 - City Library 
A city library has 50,000 books, over 4,000 journals and periodicals, 500 CD-ROMS, computer software, and audio 
books. These items are spread over five floors of the library building. The library intends to throw away books which 
have not been borrowed for the past ten years. It also wants an easy way to find books which are in poor condition so 
that they can be repaired (the library records the condition of books as 'New', 'Good', 'Worn', and 'Needs replacing'). 
The space freed by throwing away these books will be used to purchase extra copies of books which have been bor­
rowed more than 100 times in the past six months. Some books are available for short-term loan (1 day), most are for 
normal loan (1 week), and others for extended loan (1 month). Other books cannot be loaned and are 'research only'. 
CD-ROMs cannot be loaned because naughty people kept making illegal copies of them. 

Borrowing is by members only. Lists are needed of all members who have borrowed no books, and all members with 
overdue books. Overdue members are fined. More books cannot be borrowed until the fine is paid. A list of all mem­
bers who have outstanding fines is needed. 

Scenario 3 - Employment Agency 
An employment agency supplies workers to businesses that need staff temporarily. The agency has several workers 
specialising in over 20 different jobs including teaching, nursin& plumbing, and cleaning. The agency must be able to 
contact workers using a variety of methods. Some workers are 'short notice' workers, meaning that they are willing to 
work with less than 12 hours notice. A list of these workers is required if a business calls at the last minute. Other 
workers are given at least 24 hours notice. Jobs have a certain minimum level of education ('unskilled', 'high school', 
'college', or 'degree'). Some workers have extra qualifications such as first aid certificates or health and safety training. 
Some jobs (such as teachers or nurses) require that workers undergo a police criminal records check. If a worker has 
had a successful check in the last five years, this fact should be recorded in the database. All workers must present their 
12 digit national identification number when they first register. 

When a business calls looking for workers, the agency must list all workers that suit the company's requirements 
(education level, notice period, police check, certificates). After a certain time, the management may decide to consider 
businesses as 'gold clients', meaning that they receive a small discount on their rates. Businesses are charged monthly 
for the workers the agency supplies. The agency needs to be able to list all workers that have gone to a particular busi­
ness in the past month. Calculation of fees is based the total number of man-hours a business has used that month (i.e. 
the sum of the hours worked by each person going to that business). 



Validation 
Data validation is the process of ensuring that data is in 
the correct format for a particular field. For example, vali­
dation could be used to ensure that when a credit card 
number is entered, it contains exactly sixteen numbers, 
and no letters. Another example would be ensuring that a 
date has a day, month, and year component, and that the 
day has a minimum value of 1 and a maximum value of 
28, 29, 30, or 31, depending on the month. Validation 

rules would also be used to ensure that 29 February is 
only a valid date in leap years, and that 30 February is 
never valid. Common types of validation checks are de­
scribed in figure 7-13. 

Validation, however, does not ensure that the data is cor­
rect - only that it is in the correct format. For example, in 
a date of birth field, validation can be used to check that 1 
May 2011 is a genuine date, but it cannot check that 1 

Range chel'k 

length Check 

Character check 

Presence chetk 

Consistency 

checks 

Che kDigit 

Value list 

Checks that a numeric field is above or below a certain value. For example, m grades are 

between 0 and 7 inclusive. 

Checks the number of characters in a field. For example, credit card numbers are 16 digits 

long. 

Checks that a field contains only certain characters. For example, names cannot usually 

contain numbers, and telephone numbers can only contain numbers and certain symbols. 

hecks that the field is not blank. 

Based on two or more related fields whose values depend on each other. For example, a 

person's date of death must be after their date of birth, and cannot be after the current date. 

A mathematical check for numeric fields. Calculations are performed on a field and the 
result (the check digit) is stored in the field itself. When the calculation is performed on the 
field later, the answer should correspond with the check digit. If it does not, the data has 
been incorrectly entered. Check digits are used for the ISBN numbers on books and credit 
card numbers. See page 157. 

Used to restrict a field to a set of pre-determined values. For example, a payment method 

field might be restricted to only 'Cash', 'Visa', and 'MasterCard'. 

Figure 7-13 A variety of validation checks can be used, depending on a field's data type 

Exercise 7-11 
Look at the table below. Which validation checks can be used to validate each field? Some fields may have more than 
one check. 

Field 

Title 

Author 

Publication date 

ISBN 

Normal Price 

Sale Price 

Publisher 

Number of pages 

Web site 

--

Example 

If This is a Man 

Primo Levi 

1958 

0349100136 

$14.99 

$10.99 

Abacus 

129 

Range 
Check 

Length 
Check 

Character 
check 

Presence 
check 

Consisten­
cy check 

Check 
digit 



May 2011 is actually the subject's date of birth, if that is 
what we are entering. To ensure the date really is the 
subject's date of birth, verification techniques must be 
used. 

Validation in Microsoft Access 
Microsoft Access implements the validation techniques 
listed in figure 7-13, though it uses different names for 
some of them. Figure 7-14 shows the equivalent names 
for each validation technique in Access. 

A particularly useful tool in Microsoft Access is the input 
mask, which allows the user to specify requirements for 
each character of the input. For example, it can be speci­
fied that a vehicle registration number consists of a single 
letter, followed by three numbers, followed by three more 
letters. Only input following this pattern would be al­
lowed when entering data using a table or form. 

Verification 
While validation checks that data is in the correct format, 
verification checks that data actually is correct. For exam­
ple, if we are entering an IB grade into the computer, vali­
dation (a range check) can be used to ensure the grade is 
between 0 and 7 inclusive. Verification will help us make 
sure that the grade we entered actually is the right grade 
for that student. Verification can be quite hard to achieve. 

Check Digits: Worked example 

Validation Check Name in Microsoft 
Access 

Range check Validation rule 

Length check 

Character check 

Presence check 

Consistency check 

Check digit 

Value list 

Field size property 

Input mask 

Field's 'Required' property 

Validation rule 

Modules I Macros 

Lookup 

Figure 7-14 Common validation checks and their equiva­
lent names in Microsoft Access 

There are several possible verification techniques: 

Entering data twice - this helps avoid typing mistakes 
that may have occurred when the data was entered. The 
data might be re-entered by the same person or by some­
body else. For example, when examiners enter grades for 
exam papers, they enter all of the grades for a school, 
save them, and then enter them again to ensure there 
have been no typing mistakes or mix-ups during entry. 
The system automatically highlights any differences be­
tween the two sets of data and requires the examiner to 
resolve them. 

International Standard Book Numbers (ISBN), found on all books, use a check digit to validate them. Take any book 
with a 10 digit ISBN (for example, 1456589881). Write down the first nine numbers the top row of a table like the one 
below (the last digit, the check digit, is not used yet). 

X 
10 9 8 7 6 5 4 3 2 

1 4 5 6 5 8 9 8 8 

Multiply each number by its column number and add it all together, giving: 

(1 X 10)+(4 X 9) +(5 X 8)+(6 X 7}+(5 X 6)+(8 l< 5)+(9 X 4)+(8 )( 3)+(8 X 2) = 274 

Now divide the total by 11 using integer division (modulus): 

274 I 11 = 24 remainder 10 

Subtract the remainder from 11: 

11- 10 = 1 

This final result should be the same as the check digit (the last digit in the ISBN}, which in this case it is. This means the 
number has been entered correctly. If the result of the calculation and the check digit do not match, either one or more 
digits of the ISBN were incorrectly entered, or the maths was done incorrectly (we assume the computer won't do this). 



Comparing with original documents - once data has 
been entered into a computer system, it can be compared 
with the original paper documents to confirm it is correct. 
Depending on the type of information, the original docu­
mentation might include passports and drivers' licences. 

Verifying with the data subject - in the case of some 
data, it might be sufficient to simply ask a person if the 
date of birth stored in the computer is correct. 

Issues: Privacy 
Data is incredibly valuable to organisations: it can help 
inform a business about its internal performance, how 
customers react to its actions, how best to target custom­
ers, and even how future business decisions might affect 
the business. Governments also make use of data to help 
improve services, reduce fraud, and improve national 
security. Developments such as data warehouses and 
large centralised databases have allowed vast amounts 
of data to be collected, stored and processed in one loca­
tion. This has provided the ability to access and use ever 
larger amounts of data in ways previous not possible. 
Although having significant benefits, some of these meth­
ods raise concerns about privacy, especially in relation to 
the way data is collected and whether the subjects of the 
data are aware of how it is being used. 

Data Matching 
Data matching (sometimes called computer matching) is 
often used to build up a profile of an individual by com­
bining data about them from several databases. 

Data matching is commonly used by governments to root 
out fraud, such as false benefit claimants. For example, in 
the UK adults living on their own, or living with non tax 
payers such as children or students, qualify for a lower 
council tax rate. The National Fraud Initiative combined 
tax records with voter registration data, looking for peo­
ple claiming this lower rate even though more than one 
voter (and therefore, adult) is registered as living at their 
address. It was estimated that £90 million per year could 
be saved by combating fraudulent claims. However, of 
the 939 'matches' detected by the data matching software, 
785 were investigated and found to be genuine claimants. 
This left 154 cases - less than 1% of all claims - as possible 
fraud cases, leading some to question the value of the 
software8

• 

In other cases, databases of people receiving unemploy­
ment benefits can be matched against employment rec­
ords, in an attempt to find people who are both working 
and claiming unemployment benefit. Financial records 

,------------------------------------------------,, 1 Common Mistakes 
Validation and Verification are commonly mixed up. 
Some students also accidentally describe them as being 
the same-'validation verifies that data is correct'. Re­
member: validation checks if a data value is in the cor­
rect format for that field, while verification tries to en­
sure the data actually corresponds with the actual, 
correct value. ' , 
~------------------------------------------------~ 

can also be matched with tax data to look for people who 
may be avoiding tax payments by understating their in­
come. 

Data matching has also been used recently in an attempt 
to combat terrorism by gathering as much data as possi­
ble about individuals and then applying data mining 
techniques (see exercise 7-17). 

In the above cases, there is clearly a potential positive 
social impact: by reducing fraud governments can reduce 
economic loss, and hopefully spend the money some­
where more productive, such as education or healthcare. 

However, privacy concerns also arise from data match­
ing. A key problem with these methods is that data about 
many people-including innocent ones-needs to be col­
lected and processed in order to find the few who may be 
breaking the law. For example, in the past a person 
would be investigated for benefit fraud if the government 
became suspicious of them. Using data matching, every­
one can be effectively investigated for fraud, automatical­
ly, without any suggestion that they might have done 
anything wrong. Some people consider this an invasion 
of their privacy (particular if the data was not originally 
collected for this purpose) and a violation of the principle 
'innocent until proven guilty'. 

Data Mining 
Data mining (sometimes called knowledge discovery) is 
the process of discovering hidden patterns and trends in 
large databases. These patterns and trends would be diffi­
cult or impossible for a human to spot, in part because of 
the large volume of data. However data mining software 
is capable of analysing millions of records and applying 
various statistical methods in a relatively short time. Data 
mining techniques are often combined with data match­
ing to provide a greater body of source data. 

Data Mining in Business 
One application of data mining is the 'personal recom­
mendations' which many businesses, especially online 
businesses, make for their customers. For example, a vid-



eo rental shop might determine the films a person is like­
ly to enjoy based on their personal details and the films 
they have rented in the past. In fact, data mining can be 
used to analyse the records of other customers who have 
rented the same film, and examine their subsequent rent­
als to build up a catalogue of films which might be rele­
vant. This would enable the shop to make accurate rec­
ommendations, hopefully improving their customer satis­
faction and, ultimately, their profits. In 2009 online film 
company Netflix did exactly this - offering a $1,000,000 
prize to anyone who could improve their recommenda­
tion algorithm by 10%9

• 

In a similar way, businesses use data mmmg to target 
their advertising. Rather than sending an expensive print­
ed advertising brochure to all customers, data mining can 
be used to identify those who are most likely to respond 
to an advertisement. This saves money by sending fewer 
copies of the brochure, and avoids annoying customers 
with advertising they don't want. 

In the banking and finance sectors, data mining is used to 
decide who should be allowed or denied a loan. Data 
mining software can take into account many aspects of an 
individual's life which indicate whether they are a high 
or low risk customer, including employment records, tax 
records, credit card records and the individual's family 
situation. 

Data Mining in Health 
Health insurance companies perform a similar task when 
a person applies for medical insurance-medical histories 
and family histories are checked to determine an individ-

European DNA Databases 

,------------------------------------------------~, 1 Common Mistake l 
I 

Privacy and Security are related, but separate, ideas. 1! 
Privacy c n rns h w our data is used by the p ople 

1 

who collect it. Security concerns how safe data is from I 
I 

unauthorised access - for example, by hackers. When I 
an organisation collects data, it must respect our priva- ! 
cy, and must also take precautions to prevent security ! 
breaches. l 

' ' '-------------------------------------------------
ual's risk. These same companies also use data mining 
techniques to detect potentially fraudulent claims, much 
as governments do for social security based fraud. 

A more controversial use of data mining occurs when a 
patient in the US buys prescription drugs at a pharmacy. 
Details including the patient's name, gender, address, 
medication and dose are typically recorded. This data 
then has personally identifiable fields removed and is 
then sold by pharmacies to data mining companies. In 
turn, these companies process the data and sell it to drugs 
companies. Drugs companies can then use data mining 
techniques on the collected data of thousands of patients 
and prescriptions, in order to target advertising of their 
products more effectively. 

Privacy Concerns & Principles 
Privacy is an abstract concept which can be hard to clear­
ly define. A good attempt would be 'privacy is about hav­
ing control over what data is collected about you and 
how it is used'. Most people desire some degree of priva­
cy-many of us would not be happy if every detail of our 
lives were publicly available for everyone to access. This 
is particularly true when dealing with personally identi-

The UK has the largest DNA database in Europe, containing over 4.5 million records in 2009 (7% of the population), 
including 850,000 people never convicted of a crime, and 150,000 children 16

• 

Aside from the privacy issues arising from collecting and storing this data, significant concerns have been raised by a 
2007 decision to share DNA profiles among European police forces. This policy allows each member of the European 
Union free and complete access to the DNA databases of other members, allowing police to check the DNA of foreign 
citizens against evidence found at crime scenes in their own countries. Although all countries are affected by the deci­
sion, the UK' s database far outsizes all others, with the next largest, Austria's, accounting for less than 1% of its popula­
tion. This trans-border data flow causes concerns about the security measures in place in other countries, as well as the 
privacy controls governing who is allowed to access the data-which is particularly important if the data of innocent 
people is being stored. 

The system has led to some success, however. Also in 2007, an armed robber responsible for several offences in the UK 
was identified after DNA from the scene was compared with samples stored in Estonia's national DNA database. This 
led to the suspect's arrest when he attempted to travel 17

• The real question is whether the ability to fight crime, particu­
larly international crime, is a significant enough impact to warrant the risk of sharing large amounts of sensitive data 
with many other users in other countries. 



fiable data or sensitive data, such as medical records or 
financial records. Many organisations that collect data­
whether on paper or electronically - have privacy poli­
cies which state how the data they collect will be used 
and who will have access to it. In some countries, compa­
nies are required by law to have privacy policies. In the 
UK, the Data Protection Act specifies how companies can 
collect, store, and use personal data (see page 161). 

Exercise 7-12 discusses examples of privacy questions 
raised by some current database systems. In general, sev­
eral issues need to be considered by companies who col­
lect personal data, to avoid privacy problems: 

Consent-Companies should obtain consent to collect 
and use data. It should be made clear to individuals 
which data is being collected about them and how it will 
be used. For online services, these details are often found 
in the Terms of Service or Privacy Policy documents 
available on the company's web site. Some organisations 
use an opt-out policy, whereby individuals' data will be 
collected unless they specifically request it not to be. Oth­
ers use an opt-in policy, which means no data will be 
collected unless the user specifically agrees. 

Purpose- The purpose of collecting the data should be 
made clear. Once it has been collected, data should be 
used only for this purpose, and not for alternative pur­
poses, known as secondary uses. 

Distribution-Whether or not data will be given or sold 
to third parties. This is important in preventing second­
ary use of data, particularly of sensitive data. For exam­
ple, if a person gives their medical data to their doctor for 
use in an electronic medical record system, they would 
not expect the doctor to sell that data to drugs companies, 
so that the companies can send advertising to the patient. 
In fact, some patients might be unhappy if their medical 
data were shared with anyone else, even if personally 
identifiable items such as names were removed. 

Accessing data and correcting errors-Individuals 
should have the right to view the data stored about them 

Exercise 7-12 

AVG Web Safety and Product Improvement Program 

Help AVG fl'lilke the Web -a safer ploce -and improve our products by -allowinQ us to 
collect anonymous thre-at detection -and product usage information. ts:<I,_.[;)',•'.f2 · 

C) A low reporting 

Figure 7-15 Some systems let users opt out of data collection 

and have any errors corrected. This right is particularly 
important for people suffering due to database errors. For 
example credit databases which contain incorrect infor­
mation can prevent subjects from obtaining a loan be­
cause of a bad credit rating. The inability to view and 
correct this data can cause serious negative impacts to the 
individual concerned. 

Length of storage-Data should only be stored as long as 
needed, and then be destroyed. The problem with com­
puter systems is that they enable data to be stored for 
very long periods of time, while transferring data to other 
databases or systems can allow it to exist long after the 
original copies have been deleted. The longer data is 
stored, the higher the risk that it may be out of date, or 
that it may be transferred to unauthorised users. 

Security-Organisations collecting data must take ade­
quate security measures to ensure unauthorised users 
cannot gain access to the data, violating privacy. 

Largest databases in the world 
The largest databases in the world include Ama­
zon's customer and product database (over 42 tera­
bytes of data), ChoicePoint's database of information 
about American citizens (250 terabytes of data on 
250 million people), and Sprint's telecommunication 
database (over 2.85 trillion call records). Coogle's 
user data (contains details of every search made 
using Coogle - over 90 million each day) 18 

Discuss the scenarios below to determine whether they are acceptable or whether they represent a breach of privacy. 
a) Social networks collecting data about their users' habits and interests, to enable them to sell more accurate 

targeted advertising systems. [8 marks) 
b) Pharmacies selling anonymous data about prescription drug use to data mining companies for advertis­

ing use. [8 marks] 
c) Government use of data mining to detect fraud. [8 marks] 
d) Health insurance companies using data mining to decide whether to accept or reject applications for 

health cover. [8 marks) 



Issue: Security 
In addition to ensuring they use and distribute data ap­
propriately, data users must also take adequate security 
measures to prevent unauthorised access to the data they 
hold. These security measures should cover a range of 
possible attacks, including hacking of database servers, 
physical access or theft of database servers, and intercep­
tion during physical or electronic transfer. 

Encryption of both communication links (for example, 
using TLS) should be standard practice, as should the 
encryption of all data stored in a database. Database au­
diting allows data controllers to view both successful and 
unsuccessful attempts to access, change, or delete data in 
a database. This can help alert data controllers to the pos­
sibility of malicious activity if, for example, it is seen that 
one user is attempting to read hundreds or thousands of 
records in a short space of time. 

Databases are often the target of hackers because they 
contain large amounts of very sensitive data including 
credit card numbers and passwords. Many databases also 
contain enough personal information such as addresses 
and social security numbers to enable a criminal to com­
mit identity theft. In early 2009 job search service Monster 
suffered such a database breach, losing sensitive data 
including user IDs, passwords, email addresses, names, 
and contact details 10

• The theft of passwords prompted 
Monster to automatically reset the passwords on all com­
promised accounts. However, as many people use the 
same password for multiple accounts, such attacks still 
increase the risk of accounts for other systems being com-

Data Protection Act 

promised-especially when victims' email addresses are 
also stolen, as criminals can create targeted phishing 
emails (see page 104). 

In another example, in 2007 retailer TJ Maxx discovered 
that its database system had been compromised and the 
details of over 45.7 million credit cards had been stolen. 
The stolen data affected customers in the US, the UK, and 
Ireland. Worryingly, the data was not stolen in one 
attack, but in a series of attacks dating to 200211

• The cost 
of investigating and repairing the compromised systems 
was calculated at $135 million. One estimate, including 
the damage to customer confidence in the brand, calculat­
ed the cost to TK Maxx at $4.5 billion 12

. 

Organisations also need to be aware of the possibility of 
employees copying or using data for criminal purposes 
and use access control systems to ensure employees only 
access the data they need to do their jobs. In 2006 HSBC 
bank had the data of over 24,000 people stolen by an IT 
specialist working for them. The worker was caught 
when he unsuccessfully tried to sell the banking details to 
competitors 13

• 

In other cases, the UK's Police National Computer data­
base has been misused by police officers-including a 
string of cases involving officers using the system to 
check personal records of potential partners 14

• In other 
incidents, police officers have taken bribes to provide 
criminal record data from the system to private investiga­
tors, journalists, and even criminal gangs 15

• 

The Data Protection Act (DPA) is a UK law that governs the use of data collected and stored on a computer system. The 
DPA identifies different stakeholders including data users (people or organisations who collect and use data), data sub­
ject (the people about whom data is stored), data controllers (the person in an organisation who has overall responsibil­
ity for ensuring the DPA is followed) and the Information Commissioner (a position responsible for enforcing the DP A 
nationwide). The DPA obliges data users to follow rules when collecting, storing, and processing data, including: 

i. Ensuring sensitive data is only collected with the data subject's consent 
ii. Ensuring the data is only used for the purpose for which it was originally collected 
iii. Ensuring the data is kept up to date (if applicable) 
iv. Ensuring security measures are taken to prevent unauthorised access to the data 
v. Ensuring the data is securely deleted when it is no longer needed for the original purpose 
vi. Ensuring data is not transferred to other countries which do not have data protection regulation 

The DP A also provides certain rights for data subjects, including: 
i. The right to view data stored about you by an organisation (usually at a small cost) 
ii. The right to have data corrected or deleted if it is incorrect 

There are some exceptions to these rights - for example, data subjects do not have the right to view information held 
: about them as part of criminal or national security investigations, since doing so would likely harm the investigation 19

• 



•. · Chapter 7 

Chapter Review 
Key Language 
alternative key data warehouses opt-out secondary use 
auditing DBMS parameter query select query 
Boolean operators field personally identifiable data sensitive data 
character check field size presence check sorting 
check digit flat file database primary key Structured Query Language 
composite key foreign key privacy policy tab-delimited text files 
consistency check forms queries table 
csv index range check trans-border data flow 
data entry form input mask RDBMS TSV 
data integrity key field record validation 
data matching knowledge discovery redundancy verification 
data mining length check redundant data web databases 
Data Protection Act normalisation relational database 
data redundancy online encyclopaedias report generation 
data types opt-in secondary key 

Exercise 7-13 
Match the terms on the left with the definitions on the right. 

1) Foreign key A) A field which is unique for every record in that table 

2) Primary key B) A way of specifying the data to be extracted using a query 

3) Secondary key C) A mathematical check performed on a piece of data to ensure it is valid 

4) Criteria D) A field which links to another table's primary key to form a relationship 

5) Check digit E) A primary key which consists of more than one field 

6) Composite key F) A field by which a table is often accessed or sorted 

Exercise 7-14 
Consider the database security breaches described on page 161. Explain the characteristics of computer based data­
bases which make such security breaches more likely and more effective than similar breaches against paper record 
systems. [4 marks] 

Exercise 7-15 
Select a major online retailer, which does only online business. Construct a diagram which shows the tables, relation­
ships, and fields which might be stored as part of the retailer's database. Remember that online stores save much more 
than just product and customer information. [6 marks] 

Exercise 7-16 
State, using SQL or a similar notation, the queries that might achieve the following in an online shop database (it may 
help to do exercise 7-15 first): 

a) Show all electronics products sold by ABC Electronics [2 marks] 
b) Show all of the customer reviews for a television whose product code is E9483 [2 marks] 
c) Show all new products released in the last week [2 marks] 
d) List all products found under the 'Customers who bought this also bought. .. ' section of the shop [2 marks] 
e) Set the price of all small, blue jeans to £9.95 
f) Remove from the database all transaction made more than five years ago 



Datahases 

Exercise 7-17 
In the early 2000s the US government started and then abandoned several computer profiling schemes 
including TIA (Total Information Awareness), CAPPS (Computer Assisted Passenger Pre-screening), and 
CAPPS II. The goal of these systems was to identity potential national security threats. This was achieved 
using data matching and data mining techniques to identify individuals who had 'suspicious' indicators. 

The original CAPPS system was already operating before the 11 September 2001 terrorist attacks, and 
indeed the system selected several of the hijackers for additional security screening. The hijackers were 
not caught because they were not carrying any metal objects or obvious weapons20

• After September 2001 
the US government increased the development of these profiling systems. 

(a) (i) Define the term data matching. 

(ii) Describe two fields that might be included in the CAPPS database, and identify their data types. 

(b) Explain how data mining might be used in the CAPPS database to identify suspicious travellers. 

(c) To what extent is the use of computer profiling system an appropriate way to fight terrorism? 

Exercise 7-18 

[2 marks] 

[4marks] 

[6 marks] 

[8 marks] 

The US Sex Offender Registry maintains records of all those convicted of sexual offences across the US. This infor­
mation is made publicly available by the FBI, and there are many web sites available that allow users to search by 
name, address, and criminal offence. Family Watchdog (www.familywatchdog.us) is one such web site, which also 
plots a map showing the home and work addresses of offenders released into the community. 

(a) (i) Define the term primary key 

(ii) Describe the creation of a query to show all offenders living in Washington DC and convicted of 
Assault. 

(b) Explain three ways the data in the Sex Offender Registry database could be verified. 

(2 marks] 

[4 marks] 

(6 marks] 

(c) Discuss the benefits and drawbacks of publicly releasing information in the Sex Offender Registry (8 marks] 
database online. Evaluate your arguments. 

Exercise 7-19 

Several European cities have bicycle hire schemes, where registered citizens can collect any available bicycle from a 
public stand, authenticate themselves, and return it to another stand later. The cost of the hire can be automatically 
deducted from the borrower's account, which is pre-paid using a credit card. 

(a) (i) Identify two fields likely to be used by the bicycle hire database, and their data types. 

(ii) Define the term foreign key. 

(b) Explain how a relational database helps data integrity. 

(c) Evaluate the concerns that might arise through the use of such a bicycle hire database. 

[4 marks] 

(2 marks] 

[6 marks] 

(8 marks] 
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- Chapter 8 

Computer Models and Simulations 
Models are simplified representations of real concepts and events, used to aid understanding or make predictions about 
outcomes without actually testing them. For example, a teacher's classroom scale model of the planets helps under­
standing of the solar system and planetary orbits. 

Vast amounts of modern computing power allows the creation of computer models and simulations, which are much 
more complex and detailed than any models possible with manual methods. Models can be programmed with the very 
latest scientific understanding, such as how the Earth's climate works, and used to make predictions about the future of 
our planet. This chapter investigates how computer models are constructed, how they can be used to predict a variety 
of events, and some of the problems that might exist with doing this. 

Computer Models 
A computer model is a computer program that creates a 
simplified, mathematical representation of a real world 
process. Very basic computer models can be created us­
ing spreadsheet software, but most often dedicated mod­
elling software is used. Because computer models involve 
vast numbers of highly complex calculations, they are 
most often run on supercomputers (see page 14). Com­
puter models are used to model two main types of event: 

1. Those which are difficult or impossible to observe­
for example, the future of Earth's climate, the milli­
second or microsecond events during a nuclear reac­
tion, the effect of an earthquake on a building, and 
the births and deaths of stars in space. 

2. Events which are expensive or dangerous to test by 
experimentation-for example, changes to the design 
of a nuclear reactor, the effects of car crashes on the 
passengers, or changes to a city's transportation in­
frastructure. 

Computer models use variables and processes to create a 
representation of the real world. Because all models are 
simplifications of reality, their outputs are predictions, 
not guarantees. However, decisions are often made based 
on these predictions, so it is very important to under­
stand how accurate a model is. 

Variables 

Computer 
model 

-Figure 8-2 Model showing car deformation during an impact 

Applications of models 
Computer models have a wide range of applications. City 
transportation models (figure 8-4) are used to model 
traffic levels at different times of the day, and predict 
how these will change in response to changes in the 
transportation infrastructure (such as making a road one­
way or building a new bypass road) . These models can 
also predict side effects such as changes in noise or air 
pollution caused by traffic levels. To make their predic­
tions, these models need to accurately model the speed 
and quantity of vehicles on the roads during different 

Processes Figure 8-1 Models use mathematical representations of real life concepts and processes to make predictions. -



periods of the day, as well as the complex behaviour of 
humans as they move around the city. 

Structural models can predict the strength of buildings 
and bridges in severe events such as earthquakes and 
storms. These models require complex detail about con­
struction of the buildings as well as the properties of their 
component materials and the surrounding environment 
(such as the type of earth under the building). 

Phenomena in space, such as supernovae and black holes, 
can be modelled using a computer and the latest scientific 
theories. This helps advance scientific understanding of 
phenomena which are rare and hard to obse~ve. 

Medical researchers can use drug interaction models to 
improve understanding of bacteria and viruses that cause 
disease, and the effect of different doses of medication on 
patients. Results can be tested on virtual 'patients' with 
different ages, sexes, and medical conditions, without 
putting real patients at risk (see page 266). 

Car crash models are increasingly being used by vehicle 
manufacturers to observe the effects of accidents on cars, 
passengers, and pedestrians. They are currently used to 
supplement the real world physical crash tests which 
vehicle manufacturers also perform. A car crash model 
needs input variables including the speed and angle of 
the crash, as well as details about the passengers. They 
also include complex physics describing how two cars 
react when they collide. The predictions (output) of the 
model are the data about the damage to the car and the 
passengers (probably displayed visually). Based on this 
output, decisions can be made concerning the safety fea­
tures and design of the car. An advantage of these models 
is the relative ease with which tests can be repeated, com­
pared with physical crash tests. Models also allow many 
different crashes to be tested because, unlike physical 
tests, a new car is not required each time. Traditional 
crash tests are recorded by high speed cameras, with im­
pacts measured by sensors attached to the car. Computer 
models allow a wider range of variables to be measured 
and analysed. 

Computational Fluid Dynamics (CFD) models the flow 
of liquids and gasses, and is commonly used to test aero­
dynamics. Racing cars, which have to be as aerodynami­
cally efficient as possible, can be tested in physical wind 
tunnels, but increasingly CFD is being used as well. This 
allows various designs of the car to be tried before mate­
rials, money, and time have to be committed to actually 
building them. Designers of turbines use CFD models for 
similar reasons. 

Models and Simulations 

Aircraft designers also work heavily with CFD to assess 
the lift capabilities of aircraft while still in the design 
stage. Wake turbulence, the turbulent air which occurs 
behind a moving aircraft and causes dangerous vortexes 
for following aircraft, can also be observed for different 
aircraft designs. NASA uses CFD to understand how the 
air will flow around its space shuttle craft when they re­
enter the Earth's atmosphere-which would be too dan­
gerous and expensive to experiment with in reality (see 
figure 8-3). 

Climate models are another common example of com­
puter models. They are used to model the Earth's climate 
both for everyday purposes (predicting the weather) and 

Figure 8-3 Computational Fluid Dynamics used to model the 
airflow around a space shuttle on re-entry to the Earth's atmos­
phere (top), and the aerodynamics of a Formula 1 car (bottom). 



scientific research purposes (predicting possible future 
climate change). Climate models incorporate a vast array of 
scientific knowledge including processes that describe radi­
ation received by the Earth from the sun, atmospheric in­
teractions, the production of greenhouse gasses, and ocean 
currents. Predictions include possible temperature change 
and associated effects such as loss of sea ice, increases in 
sea levels, and changes in weather patterns. Climate mod­
els are hugely complex creations which test the limits of 
our scientific knowledge and computing power. When 
dealing with issues such as possible sea level changes, they 
are used to make decisions which might affect millions of 
people and costs billions of dollars, so it is important that 
they are as accurate as possible. 

Computer models also have applications in business and 
finance . In this particular area, they tend to be known as 
Decision Support Systems because organisations use them 
to answer questions about possible future performance and 
assist in decision making. Historical business data, such as 
sales figures and profits, are incorporated into the model, 
in addition to social theories about customers' habits and 
behaviour. Using this information, Decision Support Sys­
tems can answer 'What if?' style questions such as 'What if 
we decreased the sales margin on our products by 5%?' or 'What 
if we could reduce the defect rate from 3% to 1%?'. Other ques­
tions might look at the effect on sales figures if a new ver­
sion of a product is released, or how effective advertising 
in particular media might be. 

Why use models? 
Computer models have a number of advantages compared 
to testing situations in real life: 

• Models can be used to generate 'What-if' scenarios­
input variables can be quickly changed to see their 
effect on the results. 

• Tests conducted with models are generally cheaper 
and require fewer material resources than real life tests 

• Models are safer than real life testing in some cases 
• Models are more practical than real life testing in some 

cases (such as changing road layouts) 
• Models are the only option in some cases (for example, 

testing a building's resistance to an earthquake) 
• Models can be repeated with exactly the same input 

data-this is rarely possible in real life tests 

Figure 8-4 Various computer models: air passing through a jet turbine 
(top); a type lA supernova (middle); a model of traffic densities in 
down town Chicago (bottom). 



Finance Models 
In the financial market, banks, investors, brokers, and insurance companies have used computer models for some years. 
These incorporate statistical methods, laws of probability, and historical data to identify trends in markets, look for in­
vestment opportunities and assess risk. Many of these systems extend the computer model to implement so called algo­
rithmic trading, where Artificial Intelligence (see chapter 16) is used to automatically make decisions and perform 
transactions based on the results of the model. These programs have revolutionised the financial markets, being capable 
of performing thousands of complex transactions in seconds, long before human investors could even hope to under­
stand the implications of the information presented to them. With millions of dollars at stake, these trading algorithms 
have become prized possessions of the top stock and commodity trading firms. 

However, such models have also caused problems when their predictions have failed to match reality. In 2007 the Gold­
man Sachs Group, a major player in investment banking, reportedly lost up to $1.5 billion when two events, which its 
computer models predicted would only occur once every 100,000 years, happened on two consecutive days 1• 

Algorithmic trading has also been implicated in the global economic crisis which started in 20082
• In particular, the use 

of a formula known as the Gaussian copula function, which attempts to calculate how separate events affecting the fi­
nancial markets correlate with each other, was highly successful until events in the financial markets moved in unex­
pected ways. 

The use of models and automated systems to trade commodities raises several ethical issues-most obviously, about the 
integrity of the model, the data it contains, and the results it produces. There are also questions about the wisdom of 
automatically delegating decisions to an artificially intelligent computer program rather than relying on a human to 
oversee and approve transactions. 

Exercise 8-1 
Try these online computer models. In each case, pay close attention to the variables and processes that are being mod­
elled. 

Disease spread model ( ccl.northwestem.edu/netlogo/models/ AIDS). 
Models the spread of the HIV virus, with different variables affecting the speed of its spread. 

Climate model (ccl.northwestem.edu/netlogo/models/ClimateChange). 
Model radiation entering and leaving the earth's atmosphere. 

Eco-system model (www.leamer.org/courses/envsci/interactives/ecology/) 
Models the population of predators and prey giving variations in the food chain. 

Traffic model (www.traffic-simulation.de). 
Models the flow of vehicles and traffic jams in a variety of road situations. 

Exercise 8-2 
Research the following types of computer model. 

a) Car crash models 
b) Climate models 
c) Earthquake models 
d) Search and rescue models 
e) Disease spread models 
f) Eco-system models 

For each, explain the variables that are being modelled, the processes that are being modelled, the predictions being 
made, and the decisions which will be based on those predictions. Be as thorough as possible as there are many varia­
bles that might be initially overlooked. For example, the car crash model has to model not only the vehicle itself, but the 
passengers inside it. [4 marks each] 
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Creating a Simple Climate Model 
This task will guide you through the creation of a simple climate model using a spreadsheet program like Excel or Li­
breOffice Calc. If you have limited experience of spreadsheets, you may find the quick review practical on page 182 
useful. 

To complete the model, a bit of background information is needed. The Earth receives energy from the sun, approxi­
mately 342 Watts per square metre. Some of this is reflected back by the clouds (25%), some absorbed by the atmos­
phere (another 25%). The remaining 50% hits the Earth's surface, warming it. The Earth re-radiates much of this radia­
tion upwards. If the Earth had no atmosphere, all of this radiation would be lost to space, and the planet would be quite 
cool (around -18 degrees Celsius). However, because of the Earth's atmosphere, only 3% escapes immediately into 
space. Greenhouse gasses absorb the rest, eventually releasing some into space (42%) and reflecting the rest back down 
to Earth (58%), causing further warming. This is the greenhouse effect. 

The Greenhouse Effect 

42% 

Figure 8-5 A simplified diagram of the greenhouse effect 

The amount of heat re-radiated by the Earth can be calculated using the Stefan Boltzmann constant, which is quoted as 
5. 67 x 10·8

• The formula to calculate the re-radiation is then ST4 where Sis the Stefan Boltzmann constant and Tis 
the current temperature. 

The temperature change during a given time period is calculated using the formula: 

(energy in - energy out) x (time in seconds) I Earth's heat capacity 

Where the Earth's heat capacity is generally quoted as 4 x 10 8
• 

This exercise will create a simplified model of this process. Although it initially looks complex, it can be modelled rela­
tively easily in a spreadsheet provided the problem is broken down into smaller parts. The best approach is to use each 
row of the spreadsheet to represent a given period of time -1 year or half a year works best. It is best to split the 
spreadsheet into two halves horizontally-using the left side to calculate the energy received, minus the losses to space 
and the clouds, culminating in the total radiation hitting the surface. The right half of the spreadsheet can then calculate 
the amount of re-radiated radiation (using Stefan Boltzmann's constant above), model the loss of radiation into space 
and the radiation returning to Earth, and then calculate the temperature change. Figure 8-6 shows possible column 
headings. Note that the Earth's temperature starts at 255 Kelvin. 
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11 
Rad Absorbed Reflecte Total 

Prev from Reflected by d by Absorbed Back Hitting 

12 Time temp sun by clouds atmosphere surface by surface radiation surface 

13 0 255.00 342.00 85.50 85.50 17.10 153.90 153.90 
14 0.5 255.00 342.00 85.50 85.50 17.10 153.90 184.47 338.37 
15 1 258.86 342.00 85.50 85.50 17.10 153.90 184.47 338.37 

16 1 1.5 266.12 342.00 
17 2 275.46 342.00 

85.50 85.50 17.10 

85.50 85.50 17.10 

153.90 192.83 346.73 
153.90 209.57 363.47 
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Figure 8·6 The climate model spreadsheet. 
Calculation of the incoming radiation which 
hits the Earth's surface (above left), and re­
radiation into the atmosphere or space 
(right). 

239.74 7.19 318.05 133.58 184.47 342.00 244.00 0.00 255.00 -18.00 

239.74 7.19 318.05 133.58 184.47 342.00 244 .00 3.86 258.86 ·14.14 
254.60 7.64 332.47 139.64 192.83 '342.00 250.00 7.25 266.12 ·6.88 
284.36 8.53 361.33 151.76 209.57 342 .00 263.00 9.34 275.46 2.46 

326.45 9.79 402.15 168.90 233.25 342.00 282.00 9.46 284.92 11.92 

373.66 11.21 447 .95 188.14 259.81 342.00 302.00 7.88] 292.80 19.80 

Completing the model 
If done correctly, you should see the new temperature of the Earth in column start at -18 and slowly rise until it reaches 
an equilibrium after a short time. Up until that point, more energy is entering the Earth's atmosphere than leaving it, but 
it slowly equalises, stabilising the temperature. 

If you have strange answers, there are a number of possible problems: 
• There are several points where absolute cell referencing is essential 
• The Stefan Boltzmann constant is 5.76 times 10 to the power of negative 8, not 8. 
• The formulae produce temperature values in Kelvin, so they might seem high. To convert to Celsius, subtract 273. 
• To find 'lost' radiation, it can be useful to total the left and right sides of the model, to ensure they equallOO%. 
• Make sure the cell format is correct and that the spreadsheet is not displaying a rounded value 

Altering the output 
The values presented in figure 8-5 are approximate values. In fact, it is quite likely that you will find different values in 
different text books or online resources. This is partly because these values vary across the Earth (discussed later). You 

'can change these variables in the model yourself to see their effect on the Earth's temperature. For example, changing 
the cloud albedo (the amount of radiation reflected by the clouds back into space) to 50% (.50) quickly results in a sur­
face temperature below zero, since sunlight is stopped from hitting the Earth's surface. 

Is it accurate? 
The next few page discuss possible problems with this model-many of which apply to all types of models, not just sim­
ple climate models. 



Problems with models 
Although it may not feel like it, the climate model created 
on page 170 is really a very basic model. The scientific 
laws used in this model often represent 'ideal' or 'perfect' 
circumstances, which do not apply on Earth. For exam­
ple, the Stefan-Boltzmann constant represents the radia­
tion emitted from an ideal black body, so it represents the 
maximum possible emission values. Yet the Earth is not a 
perfect black body and many aspects of it- which are not 
represented in this model - change the amount of radia­
tion emitted. This is a clear simplification in the model. 

Another problem is that the model uses the value 342 
Watts per metre squared per second for the amount of 
radiation received from the sun. In fact, the amount of 

Water vapor Halocarbon• 
CFCs 

Aircraft emissions 
(NO., Black Carbon, Sulfate) 

radiation received from the sun is about 1366 Watts (this 
is known as the solar constant) . The figure of 342 Watts 
was calculated by taking into account the average radia­
tion received at different latitudes and at different times 
of the year due to the Earth's shape and rotation. Some 
parts of the world receive more or less radiation than this 
average value, but our model has assumed all areas re­
ceive the same amount of energy. Again, this is a simplifi­
cation of reality. 

Yet another simplification is that the model fails to ac­
count for variations in the radiation emitted by the sun. 
These variations are typically only 0.1- 0.2%, yet the lack 
of them moves the model slightly further away from real­
ity. 
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Figure 8-7 There are many influences on the Earth's climate . Computer models try to incorporate as many of these factors as possible. 



The accuracy of the source data is also important: the 
model uses a value of 25% for the cloud albedo (the radia­
tion reflected by the clouds), but it is common to see 
different figures quoted in different sources. The surface 
albedo is 5% in our model-again, different sources quote 
different values-and in fact the surface albedo depends 
on the type of terrain-snow and ice may reflect up to 
90% of the radiation they receive. In order to account for 
different terrain types, the model would need to divide 
the surface of the planet in a grid and measure radiation 
at each point-and the resolution of this grid would also 
significantly affect the results (see figure 8-9). 

Missing and simplified variables also play a key role. The 
model uses the Stefan Boltzmann law to determine the 
amount of re-radiated energy from the Earth's surface, 
but does not take into account other sources such as 
evapotranspiration. The effect of some of these processes 
on the Earth's climate is often debated. 

Finally, and most importantly if we are to use the model 
for climate prediction, our model does not account for 
any human impact. Although the model represents 
greenhouse gasses such as COz in the atmosphere, it is 
missing variables to represent their amount, and missing 
processes to model the change in that amount due to 
human activity. If these items were present, we would 
then also need to model COz absorption by nature - for 
example in oceans and by plants (as described on page 
174, some early climate models did not include these pro­
cesses either). If these items were included, we might 
need to model the rate of change in plant cover 
(deforestation or reforestation) because that affects the 
absorption rate. And, since climate change might lead to 
rises in ocean levels (which in turn would affect COz ab­
sorption!), we would need to model that too. Finally, be­
cause C02 emissions, deforestation, and reforestation are 
all human impacts, we would need to model human pop­
ulation and its change over time, and any possible chang­
es in behaviour, such as moving to cleaner fuel sources! 

Of course, our model does not do any of these things, nor 
could we expect to be able to do so in a spreadsheet. 
More complex computer models are created using spe­
cialist modelling applications, and the most complex 
models, running on the most powerful computers, are 
custom programs written specifically for the task. 

Exercise 8-3 

Models_ aQd_ S!inulations 

Feedback Loops 
If feasible, feedback loops can be used to improve the 
accuracy of a system by using previous results as input. 
For example, the output of a short term weather model 
can be compared with the actual weather on that day, 
with any differences being used to improve the model 
and the accuracy of its results for next time. 

Simplification of models 
In general, there are two reasons simplifications are made 
in computer models. Firstly, we may have a lack of scien­
tific understanding of the phenomena being modelled. If 
we do not understand how something works, it is not 
possible to codify it into a computer program. Climate 
models are a good example of this, as even now our un­
derstanding of the Earth's climate is incomplete. Page 174 
shows how climate models have improved over time as 
our scientific understanding has grown. 

Secondly, a lack of available data may be to blame. Again, 
many of the variables in the climate model are general 
values, used because it is often difficult to obtain data, 
such as levels of greenhouse gasses or the concentration 
of ozone, from locations all over the planet. 

Finally, a lack of available computing power can limit 
computer model complexity. Computer models need 
incredibly powerful computers (see page 176). In fact, 
almost all of the fastest computers on the planet are used 
for running computer models (see page 15). However, 
even a supercomputer can take days to calculate a few 
milliseconds of time in a car crash model. Models may 
therefore have to be simplified in order to calculate the 
results in the required amount of time. After all, it would 
be no use if a climate model took a whole day to calculate 
tomorrow's weather- by the time we had the answer, we 
could look out the window and see the answer for our­
selves! 

Key Points 

• All computer models are based on scientific and 
mathematical principles 

• All computer models are simplifications of reality 

• Models allow time to be sped up or slowed down 

• Models are used to make predictions 

Assume that we wanted to include some of the items mentioned above in our climate model. 
a. Describe some suitable sources of data for these variables. [4 marks] 
b. Are there some types of events or variables which are harder to find sensible for than others? Explain why 

this is the case. [4 marks] 
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Development of Climate Models 
Climate models have developed over time from very simple models not unlike the one on page 170, to sophisticated 
programs that include all of the items mentioned in this chapter, plus many more. 

Figure 8-8 shows the development of Global Climate Models (GCMs) since the 1970s. As scientific understanding of the 
Earth's climate has developed, so has the complexity of the models. For example, it wasn't until the late 1970s that me­
thane, nitrous oxide, and CFCs were recognised as significant greenhouse gasses, thus improving our understanding of 
atmospheric interactions. 

Many early computer models were very 
primitive by today's standards-some of the 
earliest modelled the Earth without taking 
into account oceans or terrain heights. Often, 
a lack of computing power prevented unified 
models being created. Instead, each aspect of 
the Earth's climate was modelled separately. 
For example, ocean and sea-ice models exist­
ed in the early 1980s, but it was not until the 
1990s that they were incorporated into GCMs 
which included models of other parts of the 
Earth's ecosystem-until that point they were 
modelled separately. Similarly, models of the 
sulphur cycle, ocean carbon cycle, land car­
bon cycle, and atmospheric chemistry interac­
tions have existed individually since the early 
1990s but only recently have all been com­
bined into more complete GCMs. Had these 
aspects been incorporated earlier, the com­
plexity would have meant calculating the 
results would have taken too much time. As 
improved computing power allows more and 
more aspects of the environment to be incor­
porated into models, their accuracy is slowly 

1970s 

Development of Climate Models 

1980s 1990s 2000s 2010s 

Land surface 

increasing. Figure 8-8 As scientific understanding and computing power have increased, 
climate models have developed from relatively simple atmospheric models to 

However, no climate model could reasonably complex unified models3
• 

model the environment at every single point 
on the Earth- that would involve modelling the interactions of every single atom on Earth, and far more computing 
power than is available. Instead, climate models divide the surface of the Earth into a grid of squares, and model the 
climate in each of them as a single figure or point (figure 8-9). Early models used grids in which each square represented 
approximately 1000 kilometres of the Earth's surface, while later models use finer grids, perhaps down to 100 kilome­
tres. Similarly, climate models have depth, representing from between 400 metres and 30 kilometres of atmosphere. The 
resolution of these grids has an effect on the accuracy of the results, in much the same way as the resolution of an image 
affects the amount of detail it can contain. For example, in the first image of figure 8-8, Great Britain is covered by only 
three grid squares, meaning the predictions for a large geographical area are being represented by just a single result 
from the model. In the second part of figure 8-8, 13 grid squares represent Great Britain, and in the final image it is cov­
ered by around 40 squares. This is particularly important since climate change might affect different areas in different 
ways. In an extreme example, if the whole Earth was only divided into a single grid square, only one set of data 
(temperature, etc.) would be calculated for the whole Earth-yet the earth obviously does not have one uniform climate. 
The higher the number of grid squares, the more likely the results are to match local conditions, but of course, vastly 
increased computing power is required to perform the necessary calculations. 

·--
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Climate Model Resolution 
Figure 8-9 The resolution of the grids used to represent the Earth's surface directly impacts the accuracy of the results and the amount 
of time taken to calculate them. Below, the first grid has squares of approximately 300 kilometres; the second, 150 kilometre. The final 
grid has squares of 75 kilometres, increasing the detail of the results, but requiring 16 times as many calculations as the first grid. 
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High Performance Computing 
Models and simulations used for scientific research involve extremely complex calculations, which need the vast 
amounts of computing power only available in supercomputers. These supercomputers (see page 14) achieve tremen­
dous speeds by using parallel processing techniques. Parallel processing involves using more than one processor to 
work on the same task at the same time (in parallel) in order to complete the work more quickly. This can make a tre­
mendous difference to the speed at which tasks are completed, especially for tasks where there is a large amount of in­
dependent data to be processed. There are two basic approaches to parallel processing: centralised processing and dis­
tributed processing (also called grid computing). 

Centralised processing involves multiple processors (often tens or hundreds of thousands) installed in the same com­
puter system. The dual core and quad core systems found in many desktop and laptop PCs are examples of basic cen- · 
tralised processing. Most classic supercomputers use a centralised processing approach, which is one reason why they 
take up such a large amount of space. For example, the IBM Blue Gene series of supercomputers can have up to 300,000 
processor cores and fill a large room (figure 8-10). Other supercomputers are detailed on page 15. 

Distributed processing uses a different approach to achieve parallel processing. Rather than use one specialised com­
puter, distributed processing uses multiple separate computers connected by a network. The connected computers 
might be simple desktop or laptop machines, mainframes, supercomputers, or a mix of types, and are often distributed 
over a wide geographical area. Distributed processing works by sending a separate part of the task and data to each 
connected computer, which processes it independently and returns the results to a central computer. A big advantage 
of distributed processing is that it is very scalable-computers can be added or removed from the 'grid' very easily. 

One of the most famous distributed computing projects is SETI®Home. SETI, the Search for Extra Terrestrial Intelli­
gence, collects radio signals from space and stores them digitally at the University of California, Berkeley. Volunteers 
use the SETI®Home software to download a small part of 
the signals and analyse them automatically, sending the 
results back to Berkeley. The volume of data is so great that 
the SETI project would be unable to analyse the signals 
with their own resources, so they rely on volunteers. SETI 
has several million active users, and is the biggest ever dis­
tributed computing project4• 

Other distributed computing projects include Fold­
ing®Home, which simulates protein folding to aid under­
standing of various diseases; Einstein®Home, which scans 
radio data for space to detect signs of neutron stars and test 
Einstein's General Theory of Relativity; and GIMPS, which 
tries to find examples of Mersenne primes (special cases of 
prime number). 

The Large Hadron Collider (LHC) in Switzerland is sup­
ported by distributed computing projects including LHC 
Computing Grid and the Open Science Grid. These systems 
are needed to store and process the huge amounts of data 
generated by the scientific research conducted by the collid­
er- over 13 Petabytes (13,631,488 Gigabytes) in 2010 alone. 

Figure 8-10 The IBM Blue Gene supercomputer uses powerful cen­
tralised computing techniques involving thousands of processors 
(top). The Large Hadron Collider uses computers distributed across 
Europe to store and process the data it generates (bottom). 

. . 



Visualisation 
The majority of the computer models depicted in this 
chapter have used graphical outputs in the form of 
graphs, maps, images, or even animations. Even the sim­
ple missile trajectory model on page 178 uses a line graph 
to show the missile path. All of these graphical outputs 
are visualisations of the numeric data generated by the 
computer models. The main advantage of graphical out­
put over output as a tables of numeric data is that a large 
amount of information can be displayed in a relatively 
compact form, using colour and animation to help distin-

Figure 8-11 A 2003 United 
States Geological Survey 
(USGS) model of glacial change. 
It shows the Blackfoot-Jackson 
basin in Glacier National Park, 
and Gunsight Lake. The model 
was based on a predicted expo­
nential rise in Carbon Dioxide 
(C02) concentrations, causing a 
temperature increase of 2-3 
degrees Celsius by 2050, and an 
increase of 10% in precipitation. 
These images changes from 
1950 to 2050. 

guish different types of data and changes over time -
which would be difficult to see in a table of numbers. For 
example, in figure 8-11 colours are clearly used to distin­
guish different terrain types. By using a three dimension­
al image, a large area of land, including terrain height, is 
shown concisely, while an animation highlights the 
patterns of retreating ice. If this data were to be shown in 
a table, it would require at least four columns and many 
hundreds of rows of data, even for just a single point in 
time, and it would be very hard to spot patterns or anom­
alies in the data by staring at row after row of numbers. 
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Creating a Missile Trajectory Model 
This task will guide you through the creation of a simple computer model that predicts the trajectory (path) a missile 
will follow when given a specific launch speed and launch angle. Use a spreadsheet to create it, and while doing so, 
consider how this model has been simplified compared to real life. 

Missile Tr~ectory 
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Constants 
The following are constants: enter them near the top of the spreadsheet (say, starting in cell A1). They will not be 
changed by any of the formulae in the model. 

Constant Meaning 

t_step Time step 

angle Launch angle 

theta Launch angle 

v Launch velocity 

g Force of gravity 

Variables 

Value Explanation 

0.5 We will calculate the missile's position every t_step seconds. So if 

t_step = 0.5, we will calculate the position at 0.5 seconds, 1 sec, 1.5 

seconds, 2 seconds, etc. 

45 

radians 

(angle) 

100 

-10 

The angle at which the missile is launched in degrees 

Use the RADIANS function in this cell to find the value of the angle 

variable, in radians. 

The velocity (in metres I second) at which the missile is launched 

The force of gravity acting towards the earth, in metres per second 

The following are variables which will change on each spreadsheet row. Enter these going across, starting in cell A7. 

Variable 

X 

y 

Meaning 

Time 

Horizontal position 

Vertical position 

Explanation 

Keeps track of the current time in the model: it will be zero when the 

launch takes place, increasing by t_step on each row of the spreadsheet 

The position of the missile at a given time 

The position of the missile at a given time 
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Setup 
Enter '0' in the cell under the heading t (cell A8). Make the numbers going down this column increase by t_step each 
row (0, 0.5, 1, 1.5, 2, 2.5, etc.). Use a formula to do this, rather than typing the numbers manually -later we might want 
to change the value of t_step, and we want these time values to automatically recalculate themselves. Do this for 40 
rows (until t = 20). 

Calculations 
The following calculations can be used to calculate the missile's position at any given time. Fill these formulae in the 
appropriate columns. 

Horizontal position at a given time 

Vertical position at a given time 

Graphing 

= v x cos( theta) x t 

= v x sin( theta) x t + O.SgF 

A graphical output of the missile's trajectory is probably easier to interpret than a table of numbers. Graph the time and 
y columns to view the trajectory. It should look like the graph on page 178. 

Exercise 8-4: Verification of the Model 
One of the primary problems with models is verification of the results. Usually we don't have the actual data to com­
pare with (if we had the actual data already, why would we be using a model?). Additionally, models are simplifica­
tions, meaning that some aspects of the real world systems may not be accurately represented in the model. Consider 
the questions below: 
(a) Identify variables or processes which might be missing from this model. [4 marks] 

(b) Describe other errors that might occur during the construction of the model, apart from missing varia- [6 marks] 
bles or processes. 

(c) Explain how each problem above could be resolved. [6 marks] 

(d) Explain the effect that changing the t_step variable has on the accuracy of the answers. [4 marks] 

(e) Explain how the output of this model could be verified. [4 marks] 

Have errors been made? A potential source of problems is human error when entering the data or formulae into the 
spreadsheet. We can start to verify the model's output by looking at the general shape of the graph (it should be a sym­
metrical curve). However, a curve of the right general shape does not prove the results are correct. 

Is the Physics correct? The formulae used in the model can be verified by looking them up online or in a physics text. 
The missile trajectory is calculated correctly. However, using these formulae is extremely simple, and only models a 
missile travelling in a vacuum. In reality, all kinds of forces including air friction and cross winds will affect the flight of 
the missile. The affect of these forces also varies with temperature and altitude, which is not included in the model. So, 
the basic physics is correct, but it is simplified and there are many missing variables. 

Are the variables accurate? The rate of acceleration due to gravity is generally quoted as 9.8 m/s2
, but this has been 

rounded to 10 in the model. The effect of gravity can also be calculated using a formula, but that relies on other variables 
being known, such as the mass of the Earth. Finally, the rate of g changes depending on your position on Earth (it is 
higher nearer the equator) and altitude-neither of which are represented in the model. This is another simplification. 

The t_step variable determines the accuracy with which we determine exactly where the missile hits the ground. t_step is 
effectively the margin of error for impact time: when y becomes negative, it indicates the missile has hit ground, but we 
can only be sure that it became negative some time between the present time and t_step seconds ago. For large values of 
t_step this would give a huge window of error for a missile travelling at high speed. 



Computer Simulations 
A computer simulator provides the user with expe­
rience of a real life situation by combining comput­
er models of the world with realistic input and out­
put devices and (relatively) realistic graphics. Be­
cause simulators let the user experience a situation, 
they generally run in real-time rather than the sped 
up or slowed down time that computer models use. 
However, it is important to remember that simula­
tions have computer models underlying them. 

Flight simulators are a common example of com­
puter simulations. They combine computer models 
of the physics of flight, aerodynamics, and the air­
craft structure with a realistic three dimensional 
representation of the world. To make the experience 
more realistic, flight simulators use input devices 
like joysticks, switches, and levers, as found in real 
aircraft. Flight simulators that are used to train pro­
fessional pilots will even use a complete, accurate 
recreation of the aircraft cockpit to provide maxi­
mum immersion. Many commercial simulators are 
mounted on full motion platforms, which allow 
them to raise, lower, rotate, and tilt to provide feed­
back to the pilot's inputs and aircraft's situation. 

The military and commercial airlines both make 
extensive use of flight simulators to train their pi­
lots. Simulators can be quickly configured to place 
the aircraft and pilot in specific locations anywhere 
on the globe, with specific weather conditions and 

Figure 8-12 SIMUVEG driving simulator at the University of Valencia (above left); Full motion platforms are often used to increase 
realism in flight and driving simulators (top); US Navy personnel train in a ship simulator (middle); aircrew train in a state of the art flight 
simulator (above right). 



situations. Unusual or dangerous situations such as 
engine failures or emergency landings can easily be 
recreated and practiced many times without risk to 
the pilot, aircraft, or any passengers. Military per­
sonnel may also connect several flight simulators 
together so pilots can practice manoeuvres together 
in the same virtual world. 

Driver training is another common use of simula­
tors. Driving simulators are used to train learner 
drivers and provide refresher courses for more ex­
perienced drivers. As with flight simulators, haz­
ards such as pedestrians or cyclists can be added to 
test a driver's awareness or to assess the effective­
ness of safety equipment such as reflective vests on 
cyclists. Racing teams also use simulators as a form 
of testing, making changes to a car's design or setup 
and testing it in the simulator before applying the 
changes in real life. 

Other types of simulators in common use include 
ship simulators, train simulators, and space craft 
simulators. The US military has even developed 
fully immersive combat simulators, allowing indi­
vidual soldiers to experience conditions on the 
battlefield (see page 302). 

Advantages of simulators 
Simulators offer a number of advantages over real 
life training. A primary advantage is that unusual 
or rare events can be programmed to happen as 
often as required, and the user can practise in these 
situations without any fear of loss or damage to 
people or equipment. 

Specific environmental conditions can be pro­
grammed, removing the need to wait for them to 
happen naturally. Similarly, simulators are un­
affected by real world conditions such as dangerous 
weather or darkness, which might halt real world 
training. This saves time and allows trainers to 
make maximum use of the simulator. 

Although simulator software and the specialised 
hardware required is expensive to develop, there 
are often long term cost savings once this has been 
done. In particular, resources such as fuel and spare 

Figure 8·13 Simulators often use multiple screens to 'wrap 
around' the user and provide a more immersive experience 
of the environment. This can also be seen in figure 8-12. 

parts are not required, and vehicles or aircraft do 
not need to be taken out of service to train crew. 

Disadvantages of simulators 
However, even the best simulations cannot offer an 
exact reproduction of the real world. Because they 
are based on computer models, simulators suffer 
the same drawbacks-namely, they are a simplifica­
tion of the real world. As with models, the integrity 
of the data used to create the simulator is of upmost 
importance. Errors in the data or processes used to 
create the model will result in output which is less 
accurate. 

Simulators are also unable to recreate the exact feel­
ing and pressure of being in a real world situation. 
For example, flying an aircraft through bad weather 
in a simulator may be many times less stressful 
than flying an actual aircraft full of real passengers 
through real weather, where mistakes carry the risk 
of injury or death. 



~ Chapter 8 

Spreadsheet Review 
This exercise will set up a simple spreadsheet for calculating student grades. It should help you understand the basics of 
using spreadsheet applications like Microsoft Excel. If you are already familiar with using a spreadsheet, there are more 
advanced exercises on pages 170 and 178. 

1. Start a new spreadsheet. Starting in cell A4, enter about seven names going down the page (it is useful to enter the 
first and second names separately, in case we want to sort the spreadsheet by name later). 

2. In cells C1, E1, G1, and I1 enter 'Test 1', 'Test 2', 'Essay', and 'Presentation' respectively. On the row below, each of 
these headings, enter 'Max mark' under each heading. 

3. Starting in cell C3, enter the headings 'Mark', then 'Percentage', repeating up to and including cell J3. In K3 enter 
'Total'. 

4. Enter the following maximum marks for each assignment, starting in cell D2. Test 1 - 25; Test 2- 30; Essay- 10; 
Presentation - 20. Your spreadsheet should now look something like the screenshot below. 

1 

2 

3 
4 

5 
6 
7 

8 
9 

10 
11 

A B c D E F G HI ( K 

John 
Fred 
Paul 
Jane 

1s am 
Lucy 
Simon 

Fraud 
Travis 
Bant 
Green 
Jackles 
Hi do 
Drapeford 

Test 1 

Max Mark 
Mark 

Test 2 Essay 
25 Max Mark 30 Max Mark 

Percentage Mark Percentage Mark 

Presentation 
10 Max Mark 

Percentage Mark 
20 

Percentage TOTAL 

5. Enter marks for each student for each assignment (make sure they are no higher than the maximum mark for each 
assignment). 

6. In C4, calculate the percentage for the first student's Test 1 The percentage can be calculated by entering the 
grade. Calculate the percentages for each remaining assign- following formula: = C4 I D2 * 100 

ment. 
Note that you use a cell reference rather than the 

7. If the formula in cell D4 is copied down to D5, strange things number itself. 
start to happen. This is because by default, the spreadsheet uses ""====================::? 
relative cell addressing - when you copy or paste a formula, the cell references in the formula are updated. So cop­
ying and pasting C4 I D2 * 100 to the line below changes it to C5 I D3 * 100, then C6 I D4 * 100, and so on. 

8. Sometimes relative cell addressing is useful. In this case, we do want the C4 to change to a C5, because we are look­
ing at the next student's grade. However, we do not want D2 to change- for every student in this column, we want 
to divide the grade by D2. To achieve this we need to use absolute cell referencing, which is achieved with the dol­
lar sign($). Change the formula in cell D4 to read: 

= C4 ID$2 * 100 

9. The dollar sign says 'use absolute cell referencing for the number 2'. Copy and paste this formula down column D 
for each student. 

10. Calculate the percentage for each student for the remaining three assignments. Use absolute cell referencing where 
needed. 

11. Enter a formula in column K to calculate the total number of marks for each student (each assignment added to­
gether). 

12. Earlier, we made a mistake. The essay is actually out of 15 marks, not 10, and the presentation is out of 30. Change 
the appropriate cells in the spreadsheet (there should only be two of them). Notice how the percentages automati­
cally recalculate themselves. Automatic recalculation is an important feature of spreadsheet software. 



13. 

14. 

15. 

16. 

17. 
18. 

Models and Sir:nul~itions 
B c D E F G H K -

1 Tell'l: 1 Test 2 Essay Presentation 
-- --

2. Max Mark 25 Max Mark 30 Max Mark 15 MiiX Mark 30 
3 Mark Percentage Mark Per11entage Mark Percentage Mark Percentage TOTAL 

4 Fraud 21 84 25 83.3 6 40.0 15 50.0 67 
5 Travis 17 68 20 66.7 8 53.3 16 53.3 61 
6 Bant 20 '80 2Q 66.7 7 46.7 16 53.3 63 
7 Green 13 52 17 56.7 6 40.0 17 56.7 53 
8 Iackles 4 16 15 50.0 3 20.0 5 16.7 27 

~Hido 25 100 2.9 96.7 8 53.3 18 60.0 80 
Drapeford 14 56 19 63.3 7 46.7 15 so.o l ss l . 

11 

Spreadsheets have some built in functions to help with common mathematical tasks. One such function is AVER­
AGE, which calculates the mathematical mean. AVERAGE is used with a cell range to specify the cells it will oper­
ate on. To calculate the average percentage for Test 1, enter the following in cell Dll: 

=A VERAGE(D4:D10) 

The cell range tells the function to use the values of all cells from D4 to D10, inclusive. Using cell ranges is quicker 
and less error-prone than writing out each cell's reference (D4+DS+D6+D7+D8+D9+D10). 
If you copy cell Dll to cell Fll, you will see that the correct average is calculated for column F. This is because rela­
tive cell referencing has been used, changing the function from A VERAGE(D4:D13) to A VERAGE(F4:F13) automat­
ically. 
Other basic spreadsheet functions include MAX, MIN, SUM. Use MIN and MAX in appropriate cells to find the 
maximum and minimum grade for each assignment. 

Starting in cell MJS, enter t:he percentage and grade data in the table shown here. Percentage Grade 
It would be rea lly helpful if column L could contain a letter grade to go with the total per-

0 centage. The LOOKUP hmction can be used to achieve this. The lookup function accepts a 
cell value and a table of values. It looks up the value in the first column of the table 
(percentage in our case) and returns the corresponding value from the second column (the SO 
grade in our case). The percentages in the table above are the minimum for each grade 

40 

60 
(you must get at least 70% to get a B, 80% to get an A, etc.). In cell L4, enter: 

70 

=LOOKUP(K4,M$16:M$21,N$16:N$21) 80 

Fail 

E 

D 

c 
B 

A 

19. Note the use of absolute cell referencing when referring to the table. 

20. 

21. 

Copying and pasting this formula down column L should result in 
a letter grade for each student. If the grades are wrong, check that 
you used absolute cell referencing when writing the formula. 

Conditional formatting can be used to 
change the formatting of a cell based on its l E F G 

Essay 

Alternative 
In OpenOffice or LibreOffice, instead use: 
=LOOKUP(K4,M$16:M$21,N$16:N$21) 

H K 

value. In this spreadsheet, it would be Test 
2 

k 
1M1x Mar 

good to highlight students who are failing Mark 
30 Max Mark 

Presentation 

15 Max Mark 30 

in red, and those who are doing particu-
larly well in green. Apply conditional for­
matting twice to achieve these two goals. 
The COUNTIF function is used to count 
the number of cells which match a given 
criteria. Use COUNTIF in the column K to 
count the number of failed students. 

Percentage Mark Percentage Mark Percentage TOTAL 

2s sa.3 6 40.0 1s so.ol 67] 
20 66.7 
2.0 
17 

Less Than 

66.7 
S6.7 

8 
7 
6 

Format cells that are USS THAN: 

so 

53.3 

46.7 

40.0 
.... 

16 533 61 

16 53.3 63 

17 56.7 53 

I l1wa..l . 

fC 
27 

80 
55 

~ with Llgbt Red All with Dark Red Text r.J r~r 
Yoliow PW WIH,Oor·k Ydo'NT""t 
Green FiU with Dark Green Text 
Upht Red FiU 

II-Red Text 



Chapter Review 
Key Language 
absolute cell reference 
assumptions 
car crash model 
cell format 
cell range 
cell reference 
centralised processing 
CFD 

computer model 
computer simulation 
decision Support System 
distributed processing 
feedback loop 
flight simulator 

Global Climate Model 
goal seek 
grid computing 
high performance compu­
ting 
lookup 

relative cell reference 
simplification 
spreadsheet 
supercomputer 
variables 
visualisation 

climate model 

Exercise 8-5 

formula 
full motion platform 
function 

parallel processing 
prediction 
process 

what-if scenario 

Computer models are used in a variety of scientific areas. To what extent do computer models help or hinder our 
understanding of scientific concepts? [8 marks] 

Exercise 8-6 

Computer models are often used to predict the future climate of Earth many years into the future. 

(a) (i) Define the term computer model. 

(ii) Describe two variables that would be included in a climate model. 

(b) Explain three reasons why using a map or graph for the model's output would be preferable to a list 
of numbers. 

(c) Evaluate the decision to base government climate policy on the results of a climate model. 

Exercise 8-7 
Formula 1 racing teams often use simulators to help their drivers familiarise themselves with the cars and 
the tracks. 

(a) (i) Define the term parallel processing. 

(ii) Describe two output devices used by such a simulator. 

(b) Explain the advantages to the team of using simulators in this way. 

(c) To what extent can the use of a simulator remove the driver's need for real life testing? 

Exercise 8-8 

A toy factory has a number of assembly lines for making toy parts. At the start of each shift, each assem­
bly line must to configured to manufacture one particular toy part, which cannot be changed during the 
shift. The factory manager wants to use a spreadsheet model to determine which parts each assembly line 
should produce in order to manufacture the maximum number of toys each day, with the fewest parts left 
over. 
(a) (i) Identify two functions which may be used in a spreadsheet. 

(ii) Distinguish between absolute cell referencing and relative cell referencing. 

(b) Describe three variables that would need to be included in the model the manager wishes to use. 

[2 marks] 

[4 marks] 

[6 marks] 

[8 marks] 

[2 marks] 

[4 marks] 

[6 marks] 

[8 marks] 

[2 marks] 

[4 marks] 

[6 marks] 

(c) To what extent should the manager rely on the spreadsheet model to decide how to configure each [8 marks] 
assembly line? 

. ' 



Exercise 8-9 
A small airline flies a variety of routes using its four aircraft. The CEO of the airline wants to use a computer model to 
determine which routes are the most profitable, and how many aircraft should be assigned to each route. The profita­
bility of each route depends on the number of passengers, the distance, and of course the ticket price. The routes oper­
ated are London to Paris (340 kilometres), London to New York (5585 kilometres), and Paris to Geneva (414 kilometres) 
The airline has a number of fixed costs, and typical passenger numbers for each route, based on experience. Both are 
shown below. 

Fixed Costs Typical daily passenger numbers 

Landing fee Route Min Max 

Fuel consumption (litres per kilometre) 

Fuel cost (per litre) 

$200 

15 

$1.25 

150 

Route 1: London-Paris 190 210 

Route 2: London-New York 195 225 

Seats per aircraft Route 3: Paris-Geneva 250 300 

Price change factor 

Passenger change factor 

Use the information above to create a spreadsheet for the airline. For each route: 
a) Enter formulae to calculate the values for the fuel cost and landing fee for each route 
e) Use the RANDBETWEEN function to calculate the passengers on each route, based on the data above 
f) Calculate the Occupied Seats for each route using an IF function (more than aircraft can fly a route) 
g) Calculate the Empty seats, Income, Expense, and Profit/loss for each route 
h) Calculate the total profit from all routes 
i) At this point you should be able to alter the allocation of the planes to routes (remember, there are only 

four planes in total) and see an effect on the total profit. What is the most profitable way to distribute the 
planes in general? 

j) What would be the most profitable combination of routes if the fuel cost went up to $1.50 per litre? 
k) Use the Goal Seek tool to determine the price required for the Geneva route to make a total profit of 80,000. 
I) Use the Goal Seek tool to determine the price required to make a profit on the New York route, if two air­

craft are assigned to the route. 
m) The airline has calculated that if prices were decreased by 5%, passenger numbers would increase by 5%; if 

prices are decreased by 10%, passengers will increase by 10%; if prices increased by 5%, passengers will 
decrease by 10%, and if prices are increased 10%, passenger numbers will drop by 20%. Enter this data into 
an appropriate space in the spreadsheet, and update the formulae to account for these changes (for exam­
ple, when the price change factor is set to 1.1, the number of passengers is multiplied by 0.8). 

n) Alter the price factor 
and the distribution of -- o e G H K 

aircraft to find the Route 1 Route 2 Route 3 

most profitable overall London-Paris london-New York Paris-Geneva 

Distance 340 5586 414 
scenario. Ticket: 130 900 200 

Fuel needed: 5100 83790 6210 

Fuel cost: 6375 104737.5 7762.5 

Landing fee 200 200 200 

Goal Seek 

Passengers 211 218 298 
~I Flights 2 1 

~tcel: ;Jl6 

Total seats 300 150 150 To ;:okre: 80000 

Occupied seats 211 150 150 By~cel: ~ 
Wasted seats 89 0 0 

I OK 11 Cancel 
Income: 27430 135000 30000 

EKpense: 13150 104937.5 7962.5 
,, 

Profit: 14280 30062.5 22037.5 Prof1t: 66380) 

--
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Chapter 9 

Business and Employment 
Most businesses make use of information technology to some degree. At the extreme, some businesses operate only 
online, having no physical stores and using the Internet for all marketing, sales, and customer communication. Other 
businesses use a combination of electronic commerce and offline commerce. Even in businesses that perform no e­
commerce, information technology is extensively used internally for product design, communication, marketing, record 
keeping, payroll processin& and many other tasks. This chapter looks at the use of information technology in the three 
ITGS Business and Employment areas: traditional offline businesses, online businesses, and the transportation industry. 

Traditional Business 
Employee Monitoring 
One very common use of IT in businesses is to monitor 
employees-in the US, 76% of major companies monitor 
their employees' use of the Internet and email1

• Often 
monitoring is performed in an attempt to reduce the 
amount of time employees waste, especially time lost due 
to personal web browsing. A survey by Salary .com and 
America Online reported US employees wasted just over 
2 hours of each 8 hour working day, with 44% of people 
rating the Internet as their number one distraction2

• A 
survey in the UK reported that small businesses lose up 
to £1.5 billion each year due to employees wasting time 
on the Internee, while 25% of companies say they have 
fired employees for Internet misuse at work-mostly due 
to accessing pornographl. 

Companies can easily filter their Internet connection to 
block common sources of distraction such as social net­
works, pornography, and games sites (see page 290), but 
it is impossible to block all undesirable sites. In these situ­
ations, Internet monitoring and email monitoring can 
help ensure an organisation's acceptable use policies are 
followed. 

Planning personal events 
1% 

Personal errands 
31% 

Time Wasting Activities at Work 

Source: Salary.com 

Figure 9·1 Time wasting activities at work ... 

There are also a number of legal reasons for monitoring 
employees. Companies can be held legally responsible for 
material sent using their computer systems, including 
malware, inappropriate, and illegal content. This includes 
internal communications -for example, an employer may 
be held liable for sexual harassment between employees 
if it is not seen to take appropriate action. Monitoring 
computer use can help identify and provide evidence in 
such cases. 

Business data is highly valued by organisations and most 
take security precautions to prevent accidental or deliber­
ate leaks by employees. Monitoring of files copied or data 
downloaded can help identify potential leaks, while the 
act of monitoring itself may deter potentially errant be­
haviour. Similarly, data protection laws such as the Data 
Protection Act (see page 161) usually require access, 
changes, and additions to personal data to be monitored 
and logged. Software can also monitor systems for the 
installation of unlicensed copies of software, which could 
leave the company open to copyright infringement charg­
es in the event of an inspection. 

Certain industries, such as telemarketing, must abide by 
laws governing how they can market their products to 
customers: again, employers can be held legally responsi­
ble for any violations by their employees, so monitoring 
calls can help ensure employees are following company 
policy. Employers may also want to monitor conversa­
tions between employees and customers to measure the 
level of customer service provided. 

Although monitoring is often seen as a punitive activity, 
it can be used to identify potential problems in a business 
by, for example, identifying areas where employees may 
need additional training. GPS tracking of vehicles, for 
example, can also help businesses ensure that regulations 
about maximum driving times are enforced (see page 
216). 



Monitoring Technology 
Internet monitoring software makes it very easy for net­
work administrators to monitor the web sites accessed by 
individual users, along with any downloaded files and 
blocked pages they have tried to access. If the visited web 
sites are unencrypted, even the content can be easily 
viewed. Since most email is not encrypted, reading both 
incoming and outgoing messages, even if they are not 
stored on the company's server, is not difficult. Monitor­
ing most network traffic is possible because it usually 
passes through a gateway server on the company LAN 
before travelling out onto the Internet (see page 80). 

Desktop monitoring software performs additional func­
tions to monitor non-Internet activities. Essentially spy­
ware, these programs can produce detailed reports about 
almost any aspect of a computer's use, including: 

• Individual application use 

• Disk space use 

• Idle time (no mouse or keyboard input) 

• Instant message chat logs 

• Installation of software 

• Access, copying, and changing of files 

• Documents opened 

• Windows opened 

• Items printed 

• Key strokes typed (see key logger, page 94) 

• Insertion and removal of USB devices 

Monitoring software may also have remote viewing and 
remote desktop features, which allow a remote user such 
as an administrator to view and interact with the screen 
of another computer respectively (figure 9-2). 

Business & Employment ----") 

Problems with monitoring 
Laws controlling employee monitoring vary greatly . In 
the US, it is generally legal for an employer to monitor 
employees, even without their knowledge. This can in­
clude personal messages and calls, if they are sent using 
company equipment15

• In the UK, data collected during 
the course of monitoring may be classified as personal 
data, and so is subject to restrictions under the Data Pro­
tection Act (see page 161). 

However, workplace surveillance does raise ethical con­
cerns, especially the invasion of privacy employees might 
feel. Some companies try to relieve the problem by creat­
ing Acceptable Use Policies (A UPs), which make employ­
er's expectations clear and also clarify the extent to which 
monitoring will occur. Other companies may recognise 
that employees are not expected to work 100% of the 
time, and provide separate, unmonitored computer sys­
tems for personal web browsing and email use during 
break times, while continuing to monitor dedicated work 
computers. 

Another problem with monitoring is that statistics can be 
misleading. For example, the fact that a particular web 
site is open for a long time does not necessarily mean it is 
causing a distraction. Employees cannot necessarily be 
expected to work 100% of the time they are at work and, 
course of, the fact that an employee is on a work related 
web site or has a work related document open is no guar­
antee that he or she is working. Some businesses operate 
more flexible policies which assess employees' results 
rather than the way they produce the results, allowing 
employees more freedom to decide how to spend their 
time. 

Figure 9-2 Some monitoring programs allows remote viewing of other users' screens-in this case, more than 12 computers at once 

i?JC'' Thumb~all Viewer 

( Dlsconnetl )~('""'c""np'""'b-ca-rd'"') ( Olstonnetl )( Options )( Clipboard ) 

( Clipboard ) 

·- " 

( Clipboard ) 
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Chapter 9 

Teleworking 
Teleworkers (also called telecommuters) are employees who 
work away from the office-either working from home or while 
travelling-and use information technology to stay in touch 
with colleagues. Teleworkers may spend all of their time work­
ing this way, or be generally based in an office and only tele­
work when necessary. The ability to telework depends on occu­
pation, with telephone call centres and technical support pro­
viders being two industries that make extensive use of remote 
employees. Surveys suggest only a small percentage of people 
who could telework actually do so-mainly because of opposi­
tion from employers5

. 

Employees working from home can use a normal desktop com­
puter, while mobile teleworkers require some form of mobile 
computer. A secure Internet connection is usually required as 
well-this is a particular concern for mobile teleworkers who 
may need to use insecure hotel or airport wireless networks. 
Usually VPN software is used for this purpose (see page 75). 

Teleworkers often use collaborative software to increase their 
Figure 9-3 Teleworkers often use mobile computers 

productivity and maintain communication with other workers and their employers. Collaborative software allows peo­
ple to work together on documents and projects from anywhere with an Internet connection. The same tools can be used 
to collaborate with both colleagues and customers. Collaborative software includes some or all of the following features: 

• Group calendars 
• Simultaneous editing of a shared space (virtual whiteboard, document, spreadsheet, etc.) 
• A central repository of shared documents (either on a company LAN via a VPN, or in a cloud based system) 
• History and revision control for documents 
• Voice and video conferencing (virtual meetings) 
• Chat and instant messaging 
• Emailing lists 
• Project time lines or work flow diagrams 
• Secure connection to other users 
• Powerful search features to locate documents and previous communications 
• Cloud based application software 

Teleworking Benefits for Employers Teleworking Benefits for Employees 

Office overheads including rent, power, and other consum- Environmental and financial benefits by reducing commut-
ables can be reduced ing 

Employees can be retained even if they have home commit­
ments such as children or other dependents 

People can be employed from a much larger geographical 
area, making it easier to find people with the right skills, or 
people who will work for lower wages 

Workers can continue to work even during events like natu­
ral disasters, extreme weather, or public transport strikes 

It is possible to implement follow-the-sun working, where­
by work is transferred from one location when the work 
day finishes to another time zone where the work day is 
just beginning. 
Figure 9-4 Advantages and disadvantages of teleworking 

~ 

Flexible working hours can benefit people with children or 
other dependents (and decrease childcare costs) 
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Exercise 9-1 
The management of a medium sized business with 50 employees wants to formalise its monitoring policy. All employ­
ees have desktop computers. Additionally, many employees have laptop computers which they use when travelling. A 
small number of employees telework from home. 

Create an Acceptable Use Policy (AUP) that clearly explains how and why management will use technology to monitor 
employees. The policy should cover at least five monitoring technologies. Cover both the monitoring that will be per­
formed and the monitoring that will not be performed. Justify each decision.[lO marks] 

Exercise 9-2 
a) Are there any particular occupations for which employee monitoring would be essential? [4 marks] 
b) Discuss whether it should be required by law to inform employees that they are being monitored. [6 marks] 
c) Discuss whether employees should have a right to privacy when they use their personal email at work. [6 marks] 
d) To what extent do you think monitoring of employees improves their productivity? [8 marks] 
e) To what extent are the different types of employee monitoring acceptable in an office environment? [8 marks] 

Exercise 9-3 
What are the main disadvantages of teleworking for the major stakeholders? To what extent do the disadvantages of 
teleworking for employers outweigh the benefits? [8 marks) 

Exercise 9-4 
Answer the following questions about teleworking. 

a) Describe the types of jobs that are best suited to teleworking. [4 marks] 
b) Describe which jobs (if any) you think would be difficult or impossible to do via teleworking. [4 marks] 

Consider the career that you wish to have when you leave school or graduate from university. Using what you have 
learnt so far about teleworking, would you be able to telework in your desired job? 

a) If so, explain the advantages and problems would it bring for you and your employer [6 marks] 
b) If not, explain why not- what would stop it being possible? [6 marks] 
c) Discuss whether you would want to telework in your chosen career. [8 marks] 

Figure 9-5 Collaborative software makes managing files and l'l """'" 
communication easier, even if workers are in many different 
locations. 
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Chapter 9 

Mail merge and Macros 
Businesses often need to send many copies of a single 
document, each addressed to a different person. Manual­
ly addressing and labelling each copy is time consuming 
and error prone, but using a generic address such as 
'Dear Customer' looks less professional and is more likely 
to be treated as spam by the customer. Most word pro­
cessing and desktop publishing software includes mail 
merge functionality to assist with this task, allowing the 
user to insert fields (e.g. name, address) of data into a 
document from a source such as a database table. Multi­
ple copies of the document can then be automatically 
created, each one containing the fields from a different 
record. 

Another consideration for companies is the use of a con­
sistent style or 'look and feel' to their documents. This 
helps create a more professional appearance and ensures 
that vital information-such as the company name, logo, 
and contact details are always included. Brand recogni­
tion can also be increased if all materials have a similar 

Exercise 9-5 
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Figure 9-6 Macros can be used to create a consistent appear­
ance across multiple documents 

appearance. Macros are a software feature that can help 
achieve this consistency. Macros let users record a se­
quence of actions or instructions which can then be 
played back (repeated) later. This is useful for repetitive 

Complete the following exercises using word processing or desktop publishing software. You might want to review 
the differences between these two types of software (see page 136) before deciding which to use. 

a) Use word processing or desktop publishing software to create a company newsletter, containing short para­
graphs announcing 2 or 3 of the company's new products. 

b) Use the same software to create a business card, of the type often given at first meetings with clients. 

c) Record a macro for applying following formatting and styling information to the newsletter: 
i) Make all body text Aria!, size 12 
ii) Insert a company logo in the top right comer (use a small JPEG image for this) 
iii) Add the text 'Smiley Face IT Company' next to the logo, using the font Broadway, size 22. 
iv) At the bottom, add the text 'Smiley Face IT Company Email: sales@smileyface.com, Tel: 0800 1123 5813' 

using the font Calibri, size 8, centred. 
v) Create the text for a second newsletter, and run the macro you created. The macro should give the two 

newsletters the same consistent style. 

d) Create a database table containing employee names, their job titles, their contact number, and their email ad­
dress. 

e) Create a database table containing customer names and addresses. 

f) Use the mail merge function to automatically create customised versions of the business card document, using 
the employee's name, position, and contact details from the database. 

g) Use the mail merge function to automatically create customised versions of the company newsletter, each ad­
dressed to an individual customer from the database. 

Exercise 9-6 
Consider a secondary school that wishes to share information with various stakeholders. Identify the information the 
school might wish to share and explain whether each item would be shared on their Internet site, intranet site, or ex­
tranet site. [12 marks] --



tasks, like applying the same formatting styles to multiple 
documents. The actions are recorded once as a macro and 
then repeated with a single click on other documents. 

Macro functionality is found in many applications, from 
spreadsheets and word processors to software develop­
ment tools. Macros are useful for many tasks, including 
inserting or replacing text, including standard features 
such as headers or footers, and extracting data from text. 
Because many macros are written in a programming lan­
guage (for example, those in Microsoft Office are written 
in Visual Basic for Applications), they also have the po­
tential to be harmful, altering data and sending volume 
emails. This is exactly what macro viruses (see page 96) 
do. Because of this, many applications disable macros by 
default. 

Internet, lntranets, and Extranets 
An intranet is a network that shares information private­
ly among the employees of an organisation. This con­
trasts with the Internet, which is a global, public network 
of information. Intranet content may still be accessed out­
side of the organisation's network, but requires users to 
authenticate themselves. Information on an intranet often 
takes the form of web pages and email using standard 
protocols (HTTP and SMTP respectively) - the only 
difference is the size and visibility of the network. A 
school might use an intranet to share information only 
intended for its own users-for example, student grades 
and reports, timetabling information, and online courses. 
This is information which should obviously not be made 
public on the Internet, but still needs to be shared with 
other people in the school. 

Deskilling and reskilling 

Business & Employment.: 

Customers 

Public 

Figure 9-9 lntranets, extranets, and lnternets share infor­
mation with different stakeholders 

Similarly, a business might make use of an intranet to 
share information about a project, so that all members of 
the team can access the project's files and information 
about its progress. 

In some cases, parts of the intranet' s information may be 
shared with a limited number of people outside the or­
ganisation. This is known as an extranet. For example, a 
business might share information about a project's pro­
gress, but not its internal budget information, with the 
customer who commissioned the project. 

Similarly, a business may provide suppliers with access 
to certain information regarding orders and require­
ments. 

In both cases the customers and suppliers would need to 
authenticate themselves to access the extranet and deter­
mine the information available to them. 

Many forms of technology have been associated with causing unemployment, and information technology is no excep­
tion. In many areas, IT is capable of performing the work of several people, potentially leading to employee redundan­
cies. In other areas, IT may cause deskilling-the replacement of a skilled worker with an IT system that can be operat­
ed by semi-skilled or unskilled worker. Examples include shop assistants who no longer need to have maths skills, and 
carpenters and metal workers whose manual skills have to some extent been replaced by computerised machinery. 
While there are certain benefits to this for employers, including lower personnel costs and improved efficiency, this can 
have a large negative effect on all workers, reducing worker morale. 

Changes to the way people work, initiated by the introduction of IT systems, can also deskill workers. One study in the 
US found that the introduction of Electronic Medical Record (EMR) systems (see page 258) deskilled doctors by con­
straining the way they reported patient data. Many of the doctors interviewed said they now reported patient symp­
toms using a standard 'cut and paste' technique provided by the software, reducing the amount of precise detail con­
tained with the notes7

• 

In some cases, the introduction of IT systems causes old jobs to become redundant but creates new ones in their place. 
For example, the introduction of robots into a factory requires operators and technicians to ensure they run smoothly. If 
the existing workforce are trained to do these new jobs, they are said to be reskilled. 
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Chapter 9 

Spreadsheets 
Spreadsheets have a large range of applications in busi­
nesses, from simple calculations of costs, budgeting, and 
accounting, to advanced analysis of sales and stock infor­
mation. 

All spreadsheets are based around the fundamental con­
cepts of cells of data and references to them (cell refer­
ences). Each cell in a spreadsheet can contain data or a 
formula, and has a cell type, such as numeric, text, date, 
and scientific, which controls how its data is presented. 

SUM 

A B c I 

:-
1 =A2+A3 

Figure 9-10 Cell references in a formula 

Formulae 
Each cell has an individual cell reference, such as A1 or 
C3, which refers to its contents. These are used to build 
up formulas to perform calculations (see figure 9-10). 
Cell ranges refer to a sequence of cells, such as A1:A4, 
which refers to cells A1, A2, A3, and A4. 

Automatic recalculation functions mean that when a 
value in a cell changes, the results produced by any for­
mulae depending on that cell will be updated. 

Absolute and Relative Cell Referencing 
When a formula is copied and pasted elsewhere in a 
spreadsheet, by default the cell references in it are updat­
ed depending on the distance copied. For example, in 
figure 9-12, cell D4 contains the formula =B4+C4. When 
this is copied down to the next row, it becomes BS+CS, so 
that it calculates the total of the items on that row. This is 
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04· $.c_B4+C4 

A B c D 

1 Tax: 50 

2 

3 Item Cost Profit Total 
_}] Laptop £449.00 £50.001 £499.ooJ 

5 Software £25.00 £14.99 £39.99 

6 Mouse £6.00 £2.99 £8.99 

7 Keyboard £9.00 £3.99 £12.99 

8 Monitor £349.00 £30.00 £379.00 
Figure 9-12 Cell references in a formula 

known as relative cell referencing, because it changes 
relative to the formula's position, and is often the desired 
functionality. 

Sometimes however, a cell reference needs to stay the 
same no matter where it is copied. For example, if we 
want to add the tax to each total in figure 9-12, we could 
enter the formula =B4+C4+C1 in cell D4. However, when 
this is copied down one row, it becomes =BS+CS+C2, 
which is not desired-the final cell always needs to refer 
to cell Cl. 

To do this, absolute cell referencing is required. Abso­
lute cell referencing uses a dollar sign to indicate 'never 
change this cell reference'. Entering =B4+C4+C$1 will 
produce the required result, and when this is copied to 
the next row, it changes to =BS+CS+C$1. Note how the 
first two cell references change but the third, which uses 
absolute referencing, stays the same. 

Functions 
Most spreadsheet have in built options, called functions , 
to perform common operations such as calculating aver­
ages, working out standard deviations, and converting 
data. Page 195 describes some of the most common 
spreadsheet functions. 

Additional Features 
Spreadsheets can perform a range of more advanced 
functions. Conditional formatting can change the for­
matting of a cell depending on its content. For example, it 
could be used to make cells with negative values appear 
in red, cells with percentages over 80 appear in green, 
and so on. 

In some cases users may want to share spreadsheets with 
others, but prevent them from changing some or all cells . 
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Common functions 
Functions in spreadsheets can be divided into four main areas: maths functions, text functions, logic functions, and date 
functions. The names given here are those used in Microsoft Excel, though they are similar in other spreadsheets. 

Maths functions include those for rounding numbers (round), calculating powers or factorials (pow and fact), and cal­
culating averages (average, median, and mode). There are operations for most mathematical operations including find­
ing absolute values (abs), square roots (sqrt), and trigonometry functions (sin, cos, tan). More advanced functions can 
calculate standard deviation (stdev) and perform data conversion between decimal, octal, binary, and hexadecimal 
(oct2bin, oct2dec, oct2hex). 

Logic functions can produce results based on the status of other parts of the spreadsheet. The count function counts the 
number of cells in a given range, for example, while countif only counts cells if they meet certain criteria. The if func­
tion produces different results depending on the condition specified in the function, and these conditions can also use 
Boolean operators (AND, OR, NOT). The min and max functions return the lowest and highest values in a range, re­
spectively. 

Text manipulation functions can convert between numeric and text data (value and text), change text from uppercase 
to lowercase or vice versa (upper and lower) and remove extraneous spaces from text cells (trim). 

Date functions aid calculations involving dates and times. 
They simplify tasks such as returning the current time and 
date (now and today), as well as converting date infor­
mation to and from text. Time and date functions are partic­
ularly useful in business because they can perform calcula­
tions while taking into account the number of working days 
in a week and the number of days in a month. 

A spreadsheet can be protected with a password to pre­
vent access, or allow read only access. If only certain cells 
need to be protected from editing (for example, to pre­
vent accidental changes to formulae), cell locking options 
can be used. 

Charts and Pivot Tables 
Graphical output is a commonly used feature of spread­
sheets. Most spreadsheet applications can produce bar 
charts, line graphs, and pie charts in a variety of two and 
three dimensional forms. 

~ 
_, 

0 ( F 

I n•ml-.: l'tpo Maka Purdmod - Department Stotus 

2 l.PAS J'lot• Apple 01/0B/2007 £999 00 Markeling End of life 

J Ll'"' t..o~rcp Apple 01/0B/2007 £999 ,00 Marketing End of life 

• A'OIO P(oj«::Of HP 01/0B/2007 £799 00 M.uketing 111 use 

5 LP47 laptop Dell 01/0B/2007 £699 00 HR In use 

6 LPJIS Lilptop Dell 01/08/2007 £699 00 HR In use 

1 LP49 Laptop Dell 01/08/2007 £699 00 HR In use 

a ACC90 Wireless router Belkin 02/06/2008 £11900Accounts In use 

9 ACC92 InteractiVE' whilebooml Sn1.artBoard 02/00/2008 £3,499 00 M;uketing In use 

10 LPSO Laptop Apple 02/06/200B £999 00 MouketinB In use 

IJ OP34 Desktop Acer 02/06/200B £499 00 Accounts In use 

l2 OP35 Desktop Aw 02/06/2008 £499 00 Accounts In use 

13 lP51 l.il>f:Op IBM Ool/08/2008 £549 00 Customer service In U$41' 

14 LPS2 l<~ptop IBM 04/08/2008 £S49 00 Customer service In use 

lS OP36 Desktop Dell 04/08/200B £499 00 Accounts In u..e 

-------------------------------------------------~ 
( Common Mistake l 
l Functions and formulae are often confused. Functions I 
! are features built into the spreadsheet software, such ! 
I I l as the SUM, AVERAGE, and MIN functions. Formulae l 
! are created by typing cell references and mathematical ! 
! operators to perform a calculation- for example= Al + 1 
: ID /C~ : 
'------------~------------------------------------~ 

Pivot tables are an advanced output feature which can 
provide a summary of data in a spreadsheet (see figure 9-
13). PivotTables can count items, sum fields, and sort and 
filter data to produce a summary table which can be fil­
tered to show only the required information. This makes 
it easier to understand trends in large spreadsheets. Pivot 
charts are a similar function which produce a chart rather 
than a table as output. 

A 

1 Type 

2 

3 Row Labels 

4 Accounts 

5 Customer service 

6 HR 

7 Marketing 

8 Grand Total 

9 

B 

(All) 

• Sum of Price 

1616 

1098 

2097 

7295 

12106 

Figure 9-13 Pivot tables (right) are used to summarise infor­
mation in spreadsheets (left). Here the table summarises the 
total IT spending for each department. 
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Banking and Digital Money 
Electronic Funds Transfer 
Electronic financial transaction play an important role in 
both online and offline businesses. Electronic Funds 
Transfer (EFT) is the general name given to any method 
in which money is moved electronically through comput­
er systems. This includes using Automated Teller Ma­
chines (ATMs), paying for purchases with a credit card 
or debit card, and direct debit systems. 

Most banks now offer online banking facilities, where 
customers can see the status of their accounts as well per­
form transactions such as money transfers. Some banks 
and utility companies offer online bill payment, where 
customers can pay for their electricity, gas, and other util­
ities without the need to manually transfer money or 
write a cheque. 

Electronic Fraud 
Credit card fraud, either by using stolen card details 
online, or stolen cards in physical shops, has always been 
a problem. Credit card details can be stolen by unscrupu­
lous employees when paying for items, or even through 
devices criminals have attached to legitimate ATMs to 
read the details of inserted cards. 

Chip and pin cards try to reduce offline fraud by requir­
ing the card PIN to be entered at the Point of Sale termi­
nal. This replaces the cardholder signature, which was 
easily forged, as the method used to authenticate the cus­
tomer as the card owner. Chip and pin technologies also 
reduce incidents of card cloning, as it is much more diffi­
cult for criminals to clone a microchip than the magnetic 
stripe found on previous cards. 

Reducing online fraud, in what are called Card Not Pre­
sent (CNP) transactions, is harder. Most banks use data 
mining and artificial intelligence techniques (see page 
341) to look for potentially suspicious transactions, such 
as repeated purchases, purchases at unusual times of the 
day, or purchases made in foreign countries. Suspicious 
transactions can be automatically blocked, or further in­
vestigated-perhaps by calling the customer to verify the 
transaction. 

When making an online transaction, some credit card 
schemes redirect the user to their bank's web site, requir­
ing them to enter their online banking passwords. This 
reduces fraud by adding an extra layer of authentica­
tion-the chances of these details being stolen in addition 
to the credit card details is much lower. 

Figure 9-14 Super market self checkout machine 

IT in Supermarkets 
Supermarkets make extensive use of IT to plan and run 
their operations. Bar codes have been used for many 
years to identify products and manage prices and stock 
levels (see page 23), allowing staff to easily change prices 
without relabeling items. However, bar codes only identi­
fy types of products, rather than individual items. In the 
US, supermarket giant Walmart has started to place radio 
frequency identification tags (RFID) on individual items 
in some clothing lines, enabling them to identify, for ex­
ample, every individual pairs of jeans6

• In the future, 
RFID technology may be used in more stores to provide 
even more detailed information about products and cus­
tomers' buying habits, although there are also some pri­
vacy concerns about its use (see page 26). 

In warehouses, RFID technology is used to improve the 
supply chain process. Walmart uses the technology to 
automatically count boxes of items entering and leaving 
warehouses, to help ensure stocks of any given item nev­
er run out. RFID can do this much more quickly than bar 
codes because the tags are automatically scanned by 
readers at the warehouse entrances - no human interven-



tion is required, and the tags can be read at a distance of 
several metres. 

However, one problem faced in the implementation of 
RFID is the slow adoption by suppliers - if goods are not 
shipped from the factory already tagged, they cannot be 
managed by the system unless time is spent manually 
tagging them upon arrival. Some manufacturers have 
started charging penalties to suppliers who do not ship 
their goods pre-tagged. 

Point of Sale (POS) systems are used at all but the small­
est shops. They are effectively electronic checkout sys­
tems, which read product bar codes and interface with 
the shop's central database to automatically fetch prices 
and manage stock levels. POS systems can also connect to 
banking systems to perform electronic funds transfer if 
the customer pays with a credit card. If a loyalty card is 
used, the POS system will also record its number and 
data about the customer (such as their purchases). 

Loyalty cards or reward cards are issued by many super­
markets in an attempt to retain customers by awarding 
points when purchases are made. From a technical point 
of view, each loyalty card is assigned a unique identifier 
(essentially, a primary key in a database) which allows 
the store to track the buying habits of the person using 
the card. Over time, a profile of purchasing history can be 
built up, which can be used to produce targeted advertis­
ing- sending adverts only to customers whose data sug­
gests they are likely to respond positively. For example, 
frequent purchasers of a certain brand of orange juice 
could be targeted by advertisements for the supermar­
ket's own brand of juice. As with any form of data collec­
tion, some people are concerned about the privacy issues 
related to this process, especially if the data is sold or 
shared with third parties. 

Future developments in supermarkets might include self 
checkout and smart trolley technologies. Current self 
checkout facilities require customers to scan the bar code 
of each item at a dedicated machine, just as the checkout 
operator does. In many cases this is no more efficient, and 
sometimes less efficient, than having a staff member pro­
cess the items. Next generation systems, where all items 
are RFID tagged, could improve this drastically, poten­
tially by having customers simply walk through a 'gate' 
which reads the tags of all items in shopping trolley at 
once, immediately generating a bill which the customer 
could then pay with a credit card. Smart trolleys and 
smart shopping baskets are even being introduced 
which read the tags of items as they are loaded into the 
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Figure 9-15 Smart trolleys could offer shopping suggestions 

trolley. As well as automatically totalling the customer's 
items, this technology enables features such as recipe 
suggestions for the ingredients in the trolley, suggestions 
for healthier alternative products, and, of course, adver­
tising related to the customer's purchases. 

Other innovations include customers using camera 
equipped mobile phones as an alternative to barcode 
scanners. Customers take a photograph of the barcode on 
each product as they load it into their trolley. A dedicated 
applet them keeps a running total and, when the custom­
er indicates shopping is over, produces a unique barcode 
representing the total cost of the shopping. Customers 
can then scan the barcode and pay at a normal checkout 
or at a special self service terminal 17

• This system has 
been trialled in Germany, and may be expanded to in­
clude payment using biometrics or mobile phones. 

Did You Know? 
In many countries it is the employer's responsibility to 
educate its workforce about overuse injuries such as 
Repetitive Strain Injury, and to provide suitable equip­
ment to reduce these risks (see page 268). Failure to do 
so could result in legal action against the employer. 
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Online Business 
E-Commerce 
E-commerce, or electronic commerce, refers to business 
transactions made online via the Internet. Many retailers 
use e-commerce to supplement sales from their physical 
stores, and an increasing number are entirely online oper­
ations with no physical stores (such as Amazon). E­
commerce sales have continued to increase year-on-year, 
growing 11% in the US in 2009 despite the economic re­
cession - and compared to just 2.5% growth in overall US 
retail8

• This growth brought their value to $155.2 billion 
in the US alone. 

The front page of an e-commerce site is sometimes called 
an electronic store front. These normally feature links to 
different shop departments or types of products, show 
any special deals that are currently available, and usually 
offer a search function. If the customer is logged in to 
their store account, many e-commerce sites offer content 
and suggestions based on their purchase, viewing, and 
search histories. When a customer selects items to pur­
chase, they are placed in an electronic shopping cart un­
til the customer decides to complete the transaction. Usu­
ally email confirmation is sent when purchases are made, 
along with a tracking number to check the status of the 
package online (see page 216). 

Figure 9-16: Mobile phone e-commerce application 

Many companies recognise that web sites also influence 
offline sales-almost half of the purchases made in physi­
cal stores are 'web-driven', where the customer per­
formed product and company research online prior to 

For Customers 

Advantages 

Access to shops from a wider geographical area 

No need to travel or wait in lines 

Instant access for materials like software or manuals 

Very useful for products which don't need to be seen or 
checked first (e.g. Books, tickets) 

Price comparison sites can help find the best deals 

Some web sites can make automatic recommendations 
based on past purchases or items viewed 

Pricing can be up-to-the-minute, enabling better competi­
tion 

Shopping can be done at any time of day or night 

Allows customers to read other purchasers' opinions (and 
the shop gets this feedback for free). 

A wider range of products may be available, including 
customised products 

Figure 9-17: The benefits of e-commerce for customers 

Disadvantages 

Returning items might be difficult 

Lack of help or customer service during purchasing pro­
cess may make decision making harder 

Shopping can be slower because you have to wait for de­
livery of the product 

Certain items are difficult to check online, such as clothing 
or fresh food 

There may be security concerns about the transmission, 
storage and use of credit card details, especially for small­
er, less well known businesses 

There may be privacy concerns about collection of view­
ing and purchasing history, and how it is used 



visiting the store9
• Web site features such as wish lists 

(where the user saves interesting items for later), email or 
SMS price alerts, and location based services can all be 
used to influence sales in this way. 

An increasing amount of online purchases are performed 
using mobile phones and other portable devices-so 
called m-commerce or mobile commerce. Individual 
mobile applications are responsible for much of this in­
crease - popular sites such as Amazon and eBay have 
applications for smart phones which 'push' news and 
updates to customers, alert them to deals, and provide an 
electronic shop front to make purchases. M-commerce 
applications are particularly useful for sites which require 
an immediate response - such as special deals sites or 
online auctions. 

Figures 9-17 and 9-18 describe some of the advantages 
and disadvantages of e-commerce compared to tradition­
al 'bricks and mortar' shopping. 

Payment Methods 
A common concern for customers is secure online pay­
ment. The ability to securely and reliably pay for online 
goods is essential for all e-commerce. Direct payment 
methods, whereby the retailer is sent the customer's cred­
it or debit card details and immediately processes the 
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What makes a good e-commerce site? 
1. Multiple images of each product 
2. Previews of different product versions 
3. Effective search options 
4. Search filters (e.g. show only tents for 3 people) 
5. User reviews 
6. FAQ (Frequently Asked Questions) 
7. Related products links 

transaction, are the most common form of online pay­
ment. Credit card details should never be sent in an email 
or across an unsecured http connection (see page 80), so a 
standard secure web page (using TLS or SSL and indicat­
ed by 'https' in the browser's address bar) is used for 
transactions. Digital certificates (see page 108) can also 
be used to ensure the authenticity of a web site owner 
and help prevent phishing attacks. However, many 
smaller companies do not make use of digital certificates, 
and people may be reluctant to provide their credit card 
details to less well known companies. Payment gateways 
(sometimes called third party payment services) such as 
Pay Pal can help in these situations. These services act as a 
middle man, providing a trusted payment service to both 
the customer and the retailer, and handling tasks such as 
automatic currency conversions for international pur­
chases. 

For Businesses 

Advantages 

Customers from a wider geographical area can be served 

Money is saved on renting and running physical shops 

Wide range of products can be in the store but not actually 
in stock at the time (can be ordered as demand dictates) 

Customers can read other purchasers' opinions (which is 
effectively free advertising) 

Pricing can be up-to-the-minute, enabling better competi­
tion 

Smaller, start-up companies can compete with larger com­
panies (for example, Amazon lets suppliers sell through 
their store). Also, Amazon allows users to publish their own 
books. 

Allows customised targeted advertising to help find the 
products you need 

Figure 9-18: The benefits of e-commerce for businesses 

Disadvantages 

Some customers may be reluctant to supply credit card 
details online 

Poorly designed web pages with lots of graphics or flash 
animations may tum off customers 

Customers are used to getting material for free on the In­
ternet and may not like to pay for certain items (especially 
news and articles) 

Lack of help or customer service during purchasing pro­
cess may turn off customers 

Credit card companies charge retailers an overhead for 
using their cards. 

There may be security concerns about the transmission, 
storage and use of credit card details, especially for small­
er, less well known businesses. 

Excessive online marketing (spam, pop-ups) can annoy 
customers and tum them away from a company 

Security issues: 'card holder not present' transactions are 
harder to authenticate than face-to-face transactions 

-
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In cases such as online auction sites, payment gateways Online Retail Sales in Billions of Dollars (2010) 
can take money from the buyer but defer its transfer to Source: Internet Retailer 

40 
the seller until the buyer confirms that the goods have 
been received. This system benefits the supplier because 34.2 

it allows them to know that money has been received 
before they ship the goods, but the customer still has the 

30 
advantage of knowing their money can be returned if the 
goods do not arrive. 

Gateway payment services can improve security because 
20 

customers need to worry less about many separate com­
panies holding their data. A gateway service, which spe­
cialises in financial transactions, is also more likely to 
have securely configured its systems against unauthor-

10 
ised access than a business which has installed its own 
payment system. 

O Amazon Slaples Apple Dell Office Walmart Sears 
Depot 

On the other hand, security is still an important issue, 
and it is essential that e-commerce sites and gateway 
companies store sensitive data using adequate security 
precautions. These types of sites, which criminals know 
house hundreds or thousands of credit card numbers, 
make attractive targets for hackers (see page 161). 

Figure 9-20 Top online retailers in the US 

Figure 9-19 Common web site features 
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Types of E-Commerce 
Business-to-Customer or Business-to-Consumer (B2C) is 
a type of e-commerce whereby businesses sell products 
and services directly to customers, typically via web sites. 
Many organisations now use B2C e-commerce and it is 
possible to buy products ranging from clothes to electron­
ics to sports tickets online. As part of the B2C model, 
many businesses provide information to support a cus­
tomer's purchase, such as package status and tracking 
information, user generated reviews, and of course an 
online catalogue of products and specifications. 

Many businesses also engage in Business-to-Business 
(B2B) e-commerce. Manufacturers use online transactions 
to order and pay for materials to make their products, 
while retailers order products from their suppliers. As 
many B2C purchases are made using a credit card, retail­
ers will also need to engage in B2B transactions with fi­
nancial institutions in order to perform funds transfer. 
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Customer-to-Customer or Consumer-to-Consumer 
(C2C) e-commerce describes transactions made directly 
between a seller and a buyer, usually facilitated by some 
third party such as an online auction site. Popular exam­
ples include eBay and CraigsList. The difference between 
C2C and B2C is that both sellers and buyers in a C2C 
transaction are ordinary people, rather than organised 
businesses. Also, although the third party (such as eBay) 
facilitates the transaction and takes a percentage, they are 
not directly involved in the selling or the buying. 

Because the seller and buyer in a C2C transaction do not 
normally know each other, online fraud can be a concern. 
Many online auction sites allow buyers and sellers to rate 
each other, thus establishing online reputations which 
other users can view. Some sites also offer customers pro­
tection against seller fraud . 

At the centre of many companies' opera­
tions is a database, sometimes called a data 
warehouse, which stores information about 
e-commerce operations. For example, cus­
tomer orders coming from the web site 
(B2C) can be automatically processed, credit 
card details verified with a bank (B2B), and 
order details passed electronically to the 
warehouse for packaging and dispatch. The 
status of this process can be made available 
to customers so they can track their package 
(B2C). Stock levels of the purchased prod­
ucts can be automatically reduced in the 
central database, and if levels have met a 
predefined minimum, an automatic repur­
chase request can be sent to suppliers (B2B). 
Data gathered about purchases can be ana­
lysed by an enterprise information system 
using data mining (see page 158) to look for 
trends (such as products which are com­
monly bought together), which can be used 
to improve future business performance. 

Packing & 
Shipping 

Point of Sale 
(POS) 

E-commerce 
web site 

Suppliers 

Bank 
Enterprise 
Information 

System 

Figure 9-21 Businesses interact with many stakeholders in addition to their cus­
tomers, including other businesses and internal departments 

Exercise 9-7 
Use popular online shopping sites to find and choose the following products: 

a) Clothes for a teenager 
b) The ingredients for a nice Christmas dinner (home delivery) 
c) Books 
d) A new laptop computer for you 
e) Flowers for your mum 
f) Something nice for your favourite teacher 

How does the online shopping process compare to normal shopping? What advantages are there? What problems arise, 
and how important are they? [6 marks] 
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Web Design 
The design, accessibility, and usability of an e-commerce 
web site are critical factors in achieving a high conversion 
rate - the percentage of site visitors who eventually de­
cide to make purchases. Research suggests that if con­
sumers cannot find what they want on an e-commerce 
site within 4 seconds, they are likely to leave the site -
and not return. 

Basic web pages are written in HTML-HyperText 
Markup Language. Each page on a web site is saved as a 
separate file with a .html or .htm extension. HTML tags 
start and end with angled brackets, and control how a 
web page appears. Basic web pages can be written in 
HTML by hand using a simple text editor, but most web 
site designers preferred to use an advanced program­
mer's text editor or a WYSIWYG (What You See Is What 
You Get) web site design package (see figure 9-22). These 
packages make it easier to create more complex web pag­
es by using graphical tools that automatically generate 
HTML code, but some designers feel that the code they 
produce is less efficient, and make manual alterations to 
the generated code. 

ind ... html' X 

A significant problem with HTML is that it contains both 
data (the web site content) and page styling information 
(colours, fonts, and so on). While this was sufficient dur­
ing the early days of the World Wide Web, it is now more 
of a problem, especially if frequent or wide-spread chang­
es need to be made to a site's appearance or content. For 
example, if a company wanted to change the text and 
background colours of their web site, every single HTML 
file would need changing to reflect the new design­
which could be hundreds of files. Changing each file 
would be time consuming and error prone. 

There are also times when web site developers need to 
present the same data, but in different ways to different 
people. For example, visually impaired users need to use 
larger fonts, while colour blind users need to avoid spe­
cific colours. Mobile phone users, even those with smart 
phones, may need smaller fonts and images. 

A solution to many of these problems is to use CSS 
(Cascading Style Sheets). A HTML file can then contain 
the page content and assign named styles to it, while a 
CSS stylesheet is used to define the appearance of those 

J <~,l:.e,~ l<lllln>,"!!i!JI.;/f- .. •f~ .•. i!!ru'J.2.~.~1.li~.t!!!l•> • 

<l:',!',!'}j> · f B" I 
<~tteta http .. equi'i:::"cuntcnt. type .. cuntent..., ... te>rt/html,; ch;.n-s.etc:ut ... . > . • .. 
(11\eta n~I'I'K:'"• .. k·e}"W".>rd~'· cuntent.>~:'•TT6S 1 bo<Jk·, ib, ·1nfonrr;jti~m:s te<:.htwlogy.l gl.ooill socJ.ct~ I> . . ... . . L 
(11\eta m'tl'k;':::"dcs.cr'lptiun'" C!mtcntr-~•·r~'.'Xtl>vok for Inforn~t'lon T~chnology in I!J GluUal ~OClt':ty (fT6S).:~ ,an re Olplo 
<title>Textbook - Infor~~~at!on Technology in a Global Sodety for the IB Diploma</t,tle> 
<meta namc-::: .. k·c:}'W'JI:''tl~ ... c<Jntent:~ :'•" /> 
<meta name=~des.cription'" content="' .. /> 
<link href="style.css• rel= .. stylesheet" typo="tcxt/css'" ""'dia~··screen·· /> 

f~ imag6 

' r~ starter~.ac.livities 
[!I chapter4-networks.html 

[!) index.html 

[!) index_nolinks.html 

~ robots.txt 
~ style.m 
ii} web.config 

Figure 9-22 A web development program, with the screen split between a HTML code view and a graphical preview of the page 
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Anatomy of a web page 

<head> 

I Header ~ >t~~~~e~~~~:;~:~:~~d~: c~~:~:;~=~ ~T~S~1~~~~ , S~~ie!~~ ~:~~!~n, technology" / > 

~~!~~~ href"""style.css" rel'"·"stylest\eet" t:ype~• "texL cs:o " rr.edia••"screen " /> 

~ ~ody> 
~ <div id""" con t:e nl~" > 

~~:~~:;: :: ~~~ ~~~~rmation Technology in a Global Society</ a> 

<div c lass•,• "entr y" > 

L.r~~~~=====~LF---~~~p><img :•;rc=" imaqe.s /cover .. jpq" vlicith="lflti" heiqh t=" 233 " al t= "cc·ver" 
llmage 1 c l aE:s="aliqnlc:tt bo:cder" />The book is now available to buy on 

Amazon.com.</p > 
<ldiv > 

</div> 

<div id="s tdeba r"> 
<ul > 

<li> 
<h2>Welcome</h2 > 

<!l i> 
<li > 

<h2>Textbook</h2 > 
<ul> 

<li>Contents</li> 
!lntemallinks l ·· ~;!,~ h.r.·<'·f= "lf3amp.1e" >Sample chapter</ a ></ li> 
~~ =====::,'"· ------~~i~>~~)il~ lu·0 f·•,•" .frexerc i :3es" >Exercises< I a></ li > 

I External link ~ <li><a hn"f=" FrE!rrata ">Errata<la></ li> 
L. ====:.-...rt----..,,:'l. l~ii:-!s?~~ hrr:; f= "ht.tp: I /\-J\>1\~. r. 1na::.on . corn/">Buy on Amazon </ a></li > I Relative link Lr----<-. 1~. :~- l""~'"', ? ... )'.,- h1:ef'= " so .ft.v:are . h t.m.l " >Useful software</ a>·' / li > 

</ li> 
</ul> 

<ldiv> 
<!-- end #sidebar - -> 

Figure 9-23 Sample HTML code 

Figure 9-23 shows a sample of HTML code from a typical web site. All web pages contain a header section, denoted by 
the HTML tags <head> and </head>, and a body section, denoted by <body> and </body> tags. The header con­
tains information about the page, including meta tags (see page 210), the page language, and the page title. The header 
also contains a link to the CSS stylesheet which will be used for this page. 

The body contains the actual page content. CSS div (division) tags are used to divide the content into sections and as­
sign separate styles to each one. A separate stylesheet defines how each of these styles will appear. Note that HTML 
ignores formatting information such as new lines in the code-these have to be indicated with <p> (paragraph) tags. 

Hyperlinks are created using the <a href> tag. External links link to pages on other web sites. Internal links (also 
called anchors) link to content on the current page. For example, a page may have a table of contents at the top, and an 
internal link in the table may scroll the current page down to the desired position. Relative links specify the name of 
the linked page without its full URL-the browser assumes the page is on the current site. For example, linking to the 
page software.html is a relative link, whereas linking to www.itgstextbook.com/software.html is an absolute link, be­
cause it includes the entire path of the file. Relative links are preferred because they provide greater flexibility in web 
site design-if a web site is moved, relative links will usually still work, where absolute links would all need updating. 
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Did You know? 
You can easily view the HTML code of any web site in 
your browser. Just visit the site and find the Page 
Source option in your browser. 
• Firefox: Select View-Page Source 

• Chrome: Select Tools-Page Source 
• Internet Explorer: Select Page- View Source 

styles. For example a style called 'headline' could be ap­
plied to the title of every page using HTML, and defined 
in the CSS stylesheet to use a large font and a white back­
ground. When a style property in the CSS stylesheet is 
changed (for example the background of the headline is 
changed to blue), all items marked as 'headline' will 
change automatically, in every page where the stylesheet 
is used . This makes consistent site-wide changes easy and 
convenient to make. This also has benefits for disabled 
users, as their browsers can automatically apply 
stylesheets which use larger fonts and colours with a 
greater contrast-provided the original web designer 
used CSS. 

Data driven web sites 
In some cases, the content of a web page is unknown at 
design time, and will not be decided until the user per­
forms some action. For example, a search engine's results 
page depends on the keywords entered and the current 
contents of the search engine's index. An online shopping 
site also varies according to the search the user per­
forms-it would be impossible to create a static web page 
for every possible search the user might make. Similarly, 
when viewing a user profile on a social network, the exact 
contents of the profile depends on the recent posts made 
by other users. 

Pages like this are data-driven - their contents is fetched 
from a database using a query which is run when the 
page is requested. Data is stored in a back end database 

such as SQLServer, MySQL, or Oracle - usually lower 
end databases such as Microsoft Access are not used for 
this purpose because they do not meet the performance 
requirements. A programming language such as ASP 
(Active Server Pages), ASP.NET, or PHP (PHP Hyper­
text Preprocessor) is used on the web server to extract the 
required data from the database and build a HTML web 
page, which is sent to the user for viewing (figure 9-24). 

The advantage of using a database to drive a web site is 
that one set of data can have multiple uses in a company 
(see figure 9-21). For example, product data and prices 
can be displayed on the company web site, while the 
same data, plus stock levels, can be used in the ware­
house to manage inventory. If the organisation also has 
physical stores, this database can be connected to Point of 
Sale (POS) systems too (see page 196). Using one set of 
data improves data integrity by removing redundant 
copies which could be inconsistent. 

Interactive web sites 
Scripting languages such as JavaScript can be used to 
enhance web pages and make them more interactive and 
dynamic. Features such a drop-down menus, images 
which change as the mouse moves over them, and valida­
tion of data in input forms all use JavaScript to work. 
JavaScript is supported by default in virtually all web 
browsers. 

Multimedia plugins such as Adobe Flash and Microsoft 
Silverlight can add even more functionality, and are of­
ten used for games, animations, embedded video, interac­
tive quizzes, and other multimedia applications. Java -
not to be confused with JavaScript - is a programming 
language used to create applets that run inside web pag­
es. Java applets are essentially normal programs except 
they must obey a series of security restrictions to make 
them safer for Internet use (such as being unable to read 
or write files to the user's hard disk). 

Back-end Web server Web browser 
,- ........._ r 

"'' 
r "' ~ ~ 

SQL - .... Server-side scripting , 
"" Web page 

database 
-. ,. 

(ASP, PHP) 
~ .... 

'- ~ \.. ..) ' 
Figure 9-24 Data drive web sites use server side scripting tools to access a database and produce web pages using the results 



However, web designers must think carefully before im­
plementing these technologies on their web sites. Flash, 
Silverlight, and Java all require browser plugins before 
they can be used, and not all browsers have these plugins 
installed by default. 

Users may be unwilling to download and install a plugin 
in order to view a web page, or plugins may be unavaila­
ble-perhaps because of company restrictions, or because 
they are unavailable on certain platforms (such as Flash 
on the Apple iPhone and iPad). Some users also disable 
Flash to save bandwidth and speed up browsing, or be­
cause of security concerns. 

Even if plugins are installed and used, web designers 
need to carefully limit the use of multimedia to reduce 
the bandwidth and page load time. Users are unlikely to 
spend 15 seconds waiting for a fancy animated Flash 
page to finish downloading before they can view a page, 
and some search engines now consider loading speed 
when ranking pages in their results. 

The latest version of the HlML standard, HTML 5, in­
cludes some features which previously required a plugin 
to achieve (such as embedded video). In the future, as 
browser support slowly improves, HTML 5 will become 
an attractive alternative for web designers looking to in­
corporate multimedia into their pages. However, devel­
opers should be aware that many older browsers, which 
often lack support for newer standards, are still in use 
(see figure 9-26). 

Web page compatibility 
Web designers need to test pages carefully to ensure they 
appear and function in the same way across different 
browsers, operating systems, and screen resolutions. It is 
good practice not to require any of the above technologies 
for essential web site features because not all users have 
them available. 

The best solution for these problems is for web develop­
ers to detect whether a user's browser supports the tech­
nologies used, and provide an alternative (perhaps sim­
plified) page if it does not. Although this complicates the 
web design process, it stops users with older browsers -
who may be quite numerous-being excluded from using 
the site. Many web development applications have fea­
tures to test pages in a variety of web browsers before 
deployment. 
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Figure 9-25 Installed plugins in the Mozilla Firefox web browser 
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Web site features 
Sitemaps show an overview of all pages on a web site. 
They are used to help users locate specific pages quickly, 
and can also be a useful aid during the design process. 
An effective site should have a good balance between the 
number of links on any page (the breadth) and the num­
ber of links needed to reach a given page (the depth). If 
information is not easily accessible, either because links to 
it are hard to find or because several pages must be navi­
gated in order to reach it, it is possible users will give up 
looking and move to another site. 

Home> Equipment> Lense> >\Vide Angle 

Figure 9-27 Bread crumb trails aid navigation 

To aid navigation, breadcrumb trails can be used to let a 
user see exactly where they are in the web site as a whole. 
For example, in a photography site, clicking on 
'Equipment', then 'Lenses', and then 'Wide angle' will 
produce a breadcrumb trail containing those links. This 
serves as a visual aid and allows users to jump back to 
previous sections (figure 9-27). 

Home 

Web standards 
The World Wide Web Consortium (W3C), founded by 
World Wide Web inventor Tim Bemers-Lee, is the organi­
sation responsible for developing standards for the web. 
Notable standards developed by the W3C include: 

• HTML-The standard language for web pages 
• CSS-A standard for formatting web pages 
• XML-eXtensible Markup Language, along with 

several related standards such as XSL T and X Query, 
is used to encode structured data in text format. 

• SVG-A standard file format for vector graphics (see 
page 128), which uses XML. 

Standards are important in ensuring consistency in the 
way web pages and services appear and operate. In the 
past, some browsers have been criticised for poorly im­
plementing web standards, or for creating their own ad­
ditions to them. This is much less common now. The 
W3C provides tools on its web site which can check web 
pages for standards compliance. 

Forum Gallery 
I 

Equipment 
I 

Links Contacts 

Americas 
I 

Europe 
I 

Camera 

Et Salvador Guatemala Chile Scotland Iceland 

Lenses 

Figure 9-28 A sitemap for a photography site offering equipment for sale, a discussion forum, and a gallery amongst other things 

Exercise 9-9 
Visit two or three of your favourite e-commerce web sites. How well is the information organised? What options are 
available on the home page? What features has the company included to ensure you can find what you need? Explain 
any improvements you think the company could make. [6 marks] 

Exercise 9-10 
A school has students split across 12 grades. Consider the different users of the school web site. Construct a sitemap 
which effectively organises the information available, making it quick and easy to locate. [6 marks] 



Cookies 
Cookies are small text files stored in a special folder on 
your hard disk by some of the web sites you visit. These 
sites use cookies to store small amounts of data about 
you in name-value pairs (see figure 9-29). 

How do cookies work? 
1. When you visit a web site, the site checks if you 

already have a cookie for that site. 
2. If you do not, the site creates a new cookie, usually 

with a new unique identification number (UID). 
3. Otherwise, if your computer already has a cookie for 

the site, this indicates that you are a returning visi­
tor. The data from the cookie, including the UID, is 
sent to the web site. 

4. The UID from the cookie can be used to look up your 
data in a database held by the web site. 

Many web sites only store a UID in a cookie, and store all 
their other data about you in a database on their systems. 
The UID merely acts as a primary key in the database. 

Often web sites store data about their visitors so they can 
better understand them and offer better services. Data 
stored can include the last time you visited the site, the 
time you spent on the site, and the exact pages you visit­
ed. Other sites store user preferences, including preferred 
language, page layout, and colour scheme. Systems 
which require login, such as web mail and social net­
works, use cookies to remember that you are logged in. 
Because all of this information is stored by the site you 
are visiting, these types of cookies are known as first par­
ty cookies. 

Sometimes when you visit a web site, a third party has 
adverts on that site and places (or reads) a third party 
cookie on your computer when the advert is shown. Be­
cause these advertising companies have adverts on lots 
of sites, reading the same cookie on each site allows them 
to identify you as the same user. Over time, this allows 
the company to build up a profile of your web browsing 
activities, by knowing which sites you visited. For this 
reason, third party cookies are sometimes called tracking 
cookies. Your browsing habits can then be used to decide 
which advertisements you are most likely to be interested 
in, enabling targeted advertising. 

Solutions 
First party and third party cookies can be blocked sepa­
rately in most web browsers. Many people block third 
party cookies because they feel they do not offer useful 
functionality, but it is relatively hard to browse the web 
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Figure 9-29 One value for the British Airways cookie shows the 
selected language so the site can customise itself automatically 
on the next visit. 

with first party cookies blocked because many web sites 
rely on them to function. Newer web browsers support 
Stanford University's 'Do Not Track' initiative to let us­
ers opt out of tracking cookie systems. Add-ons for older 
browsers can be downloaded to do the same thing. The 
problem with this approach is that it relies on advertising 
companies agreeing to honour the system - which few 
have done so far. 

{-------------------------------------------------, 
r Common Mistakes ' 
I Cookies are often misunderstood and are sometimes ! 
I 

: mistakenly considered a security threat. Some cookies l 
! can be a threat to privacy-but not all. Cookies: ! 
l I 
I j ! • Do not gather information about you - they just l 
l identify you l 
! • Do not store private information such as pass- i 
: words or credit card numbers 
! • Are not programs - there are text files 
:. 
I 
I 
I I. 
I 
I 
I 
I : . 
I 
I 
I 

Are not viruses, and cannot contain viruses or any 
other malware 
Cannot help a web site access files on your hard 
disk 
Cannot be read by sites other than the one that 
created the cookie. ', _________________________________________________ ,. 

-
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Designing for Accessibility 
Web page designers also need to consider users with dis­
abilities caused by limited vision, mobility difficulties, or 
other problems. The W3C (see page 206) hosts Web Con­
tent Accessibility Guidelines (WCAG) which include rec­
ommendations to web developers. In many cases, special­
ised input and output methods can help disabled users 
(see page 29), but certain web site design techniques can 
complement these tools. For example, when a screen 
reader reaches an image in a web page, by default it will 
read the URL of the image - such as www.example.com/ 
images/welcome.jpg - which is not particularly helpful 
information. A web page designer can improve the situa­
tion by using an All attribute to add a human language 
description to images. The screen reader will then read 
that instead (see figure 9-30). 

Even for images which are not essential (such as graphics 
for bullet points or page divisions), empty Alt attributes 
should be used to prevent screen readers reading the file 
name. The Title attribute is used in a similar way to pro­
vide more meaningful explanations of hyperlinks. Title 
attributes are often displayed as tooltips when the mouse 
moves over a link, so they benefit all users. They are par­
ticularly useful when the link is a non-text item such as a 
photo or an icon. 

As an added bonus, adding Alt attributes to non-text con­
tent helps search engines index the page by giving mean­
ing to these items-without the Alt tag, the web spider 
can obviously not understand the content of an image. 

Colour blind users have difficulties distinguishing certain 
colours-common advice for web designers is to avoid 
differentiating onscreen objects solely by colour. For ex­
ample, if a link appears in blue to stand out from the rest 
of the text, it should be highlighted using another method 
as well, such as underlining. 

<img alt=-"\~aterfall in Guatemala" src="imgs/guat~mala_s.jpg .. /></a> 

Figure 9-30 Alt attributes add meaningful descriptions to images 

Exercise 9-11 

Page layout can also be optimised for accessibility. Plac­
ing navigation links at the start of the page (the top or the 
left side) before other content means a screen reader does 
not need to read the entire page before presenting naviga­
tion options to the user-a frustrating experience on long 
pages. It is also useful to test a page using keyboard navi­
gation to ensure that all areas can be reached. 

Although designing for accessibility seems like a chore to 
some developers, it is an important step in achieving 
equality of access. Additionally, studies have shown that 
an accessible web site is also easier to access for non­
disabled users. 

The equality of access issue becomes critical when deal­
ing with sites that provide important services, such as 
healthcare and government sites. As increasing numbers 
of governments move facilities online (see page 298), 
there is a danger of excluding disabled users from them. 
Some countries are developing legislation which address­
es this issue. 

WebCMS 
Web Content Management Systems (WebCMS) enable 
users to post information onto web sites with minimal 
knowledge of HTML or CSS. They present the user with 
an editor similar to a basic word processor, and automati­
cally upload submitted content to the web site and apply 
a predefined style. WebCMS software is often used on 
blogs and other sites which have content added regularly, 
especially if many users are involved and they lack tech­
nical skills. 

Behind the scenes, entries to a WebCMS are stored in a 
database and extracted and published into a web page as 
needed. Examples of specialised content management 
systems include Blackboard and Moodie Virtual Learning 
Environments (VLE) designed for educational use (see 
page 222). 

Write 5 to 6 sentences to summarise the concepts of web design. Include the following keywords: 

• ASP • Formatting information 

• Content information • HTML 

• css • SQL 

• Database • web development software 

Exercise 9-12 
It has been suggested that web designers should be required by law to make their sites accessible to disabled users, 
just as buildings must have access ramps and other features. Evaluate the benefits of this proposal. [8 marks] 



Publishing a web site 
Step 1 : Choose a web host 
Once a web site has been created, it needs to be uploaded 
to a web host so that users can access it. Web hosts run 
software called web servers, which are responsible for 
receiving requests from users and returning web pages. 
Common web server programs include Apache and Mi­
crosoft Internet Information Services (liS). 

An organisation can choose to host their own web site or 
use third party hosting. Both have their advantages and 
disadvantages. For a small company, the cost and exper­
tise required to install, configure, and maintain their own 
web server often means they rely on third party hosts, 
who provide dedicated web space and email addresses. 
Many business oriented Internet Service Providers offer 
hosting packages. 

The cost of third party web hosting depends on the fea­
tures provided, including the amount of bandwidth ded­
icated to the site (this is important if the site will have 
many visitors) and the amount of disk space provided. 
Additional features such as secure SSL connections or 
support for data-driven web sites using PHP, ASP, or 
SQL databases usually add to the cost. Cheaper hosts 
tend to host several web sites on each server, potentially 
slowing down access, while the most expensive options 
offer dedicated servers-essential for sites with many 
visitors. 

Uptime-how consistently a server runs without inter­
ruption-is an important factor when choosing a web 
host. Many web hosts claim 99.9% or greater uptime­
allowing less than 9 hours downtime per year. The best 
(and most expensive) hosts use multiple backup andre­
dundant systems (see page 38) to obtain this level of up­
time even if they suffer power or hardware failures. 

It is also possible to find free web hosts, which provide 
hosting in return for placing advertisements on each site, 
but these are intended primarily for hobbyist use. 

Larger organisations may choose to host their web sites 
on their own servers. This has the advantage of removing 
monthly hosting charges, and giving complete control 
over the servers, including uptime and security-which 
can be both an advantage and a drawback. 
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Step 2: Purchase a Domain Name 
A short, memorable domain name can help a business 
greatly. Domain name registrars charge a small fee to 
register a domain name, which usually depends on the 
top-level domain (TLD) required. TLDs such as .com are 
more expensive than less well known options such 
as .net. The cost for a new .com domain can be as low as 
$10 to $20. Registrars' sites usually have search features 
to find available domains. 

Once a domain name is registered, it must be configured 
with the IP address of the web server hosting the web 
site-the precise method of doing this varies, but once 
done, the DNS server will be updated with the domain 
name and the corresponding IP address, allowing visi­
tors to access your site (see DNS, page 82). 

Step 3: Upload the site 
The final step in the process is to upload the web site to 
the web host. In the case of simple sites which utilise : 
only HTML and CSS technologies, this can be achieved 
using a File Transfer Protocol (FTP) program, which 
copies files from the designer's computer to a directory 
on the web host. Some hosts also offer graphical web­
based interfaces to achieve the same goal. For more com­
plex data-driven sites, databases need configuring and 
data transferring before the site can go live. Once this is 
done, the site should be accessible by typing the domain 
name into any web browser. 

4: Get the site indexed 
Search engines regularly index the world wide web (see 
page 211), but with most search engines it is also possible 
to submit a URL for future indexing. Once this is done, 
visitors should start visiting your site! 

Figure 9-31 FTP client, used to copy files from the designer's 
computer (left side) to a web host (right side). 
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E-Marketing 
£-marketing techniques use information technology to 
promote a business. E-marketing is used by both offline 
businesses, to attract more customers to their physical 
stores, and online business to increase the number of web 
site visitors and improve their conversion rates. 

Email is a cheap and easy way to send advertisements to 
multiple people at once. However, sending unsolicited 
bulk email advertisements- spam- to a large number of 
people is likely to cause companies more problems than it 
solves. Instead, most companies only send email news­
letters to existing customers, in particular those who have 
specifically signed up for the service. This opt-in ap­
proach can be effective, especially if combined with tar­
geted advertising techniques that use customers' buying 
or viewing history to select adverts appropriate for them. 
However, even then companies must be careful not to 
send adverts too frequently . 

Search engine optimisation (SEQ) techniques are an e­
marketing technique to improve a web site's ranking in 
search engines' results pages. This is important, since 
many people do not look beyond the first page of search 
results. To properly utilise SEQ techniques, it is im­
portant to understand how search engines generate their 
listings (see page 211). Although most search engines 
accept paid advertisements for display in a dedicated 
area of the screen, many do not accept payment to make 
items appear higher on the search results page. This 

Figure 9-32 
lliew Hi1tory J!.ookmarlcs !ools tfelp 

means SEQ techniques are the prime way of gaining ex­
posure in search results. However, techniques should 
also be used with caution, because many search engines 
try to detect and ignore sites which abuse them-for ex­
ample, by keyword spamming. 

An older SEQ technique is the use of HTML meta tags. 
Meta tags contain keywords related to the web page con­
tent, which may not be present in the page itself. For ex­
ample, a photography shop might use meta tag keywords 
including weddings, events, sports, and portraits, even if 
these specific types of photography are not mentioned on 
the page. However, meta tags have slowly declined in 
relevance, and some search engines, such as Google, now 
ignore them because of their potential for abuse by in­
cluding dozens irrelevant terms (known as keyword 
spamming). Figure 9-33 shows sample meta tags code. 

<meta name="keywords" content="weddings, 
events, portraits"/> 

Figure 9-33 Meta tags describe a page's content 

Web page content is also important in obtaining a good 
search engine rank. Search engines look for keywords in 
web page content, assessing both how often they occur 
(known as keyword density) and where they occur in the 
page (keyword prominence). Words appearing in titles 
are considered more important than those in the main 
body, meaning web designers should therefore carefully 
consider their choices of page titles and section headings. 
For example, instead of including the same generic title 
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on each page ('Photography'), the title 
should include words related to that 
page's content, such as 'Photography -
lens for sale'. 
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However, the technique of repeating the 
same word many times in a web page 
(sometimes in the same colour as the 
background, making them invisible to 
human readers) is another form of key­
word spamming which most search en­
gines now detect and penalise. 

... ,__ ·-· .. -~~l•u• 
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-...... 
..... The age of content on a page is also im­

portant. For topics such as news, more 
recent information is generally more 
desirable than older content. Search en­

Figure 9-34 Search engine tools show the popularity of search keywords and the 
cost of advertising on the results pages they produce 

gines also take this into account, so that web pages which 
have not been updated for some time gradually fall down 
the search rankings. 

Links to and from a web page, along with the authority of 
those links, is another factor in SEO. For example, a site 
having one or two links from large news organisations is 
likely to be considered more important than a site having 
several links from small personal blogs. To make their 
pages appear more popular, some authors submit their 
sites to link farms - groups of sites which link to one 
another in an attempt to improve their ranking (because 
they appear more popular). However, many search en­
gines take measures to negate the effect of these link 
farms. 

Once a search engine has considered all of the above in­
formation about a web page, it will give that page a page 
rank. This is a numerical score which tells the search en­
gine how 'good' the page is compared too all other pages. 
The highest ranking pages are of course the ones returned 
at the top of the search results page. 

Search engine providers make quite frequent changes to 

How search engines work 

their search algorithms to improve results and avoid peo­
ple who try to artificially inflate their search rank using 
abusive tactics. 

Online Advertising 
Popup adverts, which open a new browser window con­
taining an advert when the user visits a web page, were 
popular in the early days of the web. However, many 
popups contained large animations or images which us­
ers found annoying-especially in the days of slow dia­
lup Internet access. Popups have become less common, 
not least because most modern browsers have features to 
stop popup windows appearing. Banner ads are a more 
common method of online advertising. Embedded in a 
web page, often across the top or down the side of a page, 
they appear much as advertisements in the traditional 
printed press. 

Displaying adverts on search engines is another common 
form of advertising. While it is not generally possible to 
pay a search engine to have a web site appear higher in 
the main search listings, businesses can pay to list their 
web site in the sponsored links section of the search re­
sults (see figure 9-32). Generally, advertisers choose the 
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Search engines do not search the World Wide Web when you click the Search button- there are too many web pages to 
make that practical. Instead, search engines use dedicated programs called web spiders or web crawlers which con- . 
stantly index the web. These programs start at a given web site and record key information about it, then give the page 
a ranking using a page ranking algorithm. When one page is indexed, the spider moves to another page by following 
links from the first page. On each page it indexes, the spider follows the links it finds, building up the search engine's 
index. Because the web is constantly changing, web spiders need to constantly revisit pages to index the latest content. 

When somebody uses the search engine, the keywords they enter are checked against the index to find the pages con­
taining those words. Of the sites containing those words, the highest ranked sites are returned first. --
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search keyword or keywords for which they wish their 
advertisement to appear. The price of the advert - the 
Cost Per Click (CPC) - depends on how much competi­
tion there is from other advertisers for the same keyword. 
Prices can range from a few cents per click to $40 or 
more-search engines usually provide a tool to show 
how popular certain keyword searches are before buying 
them (figure 9-34). The advantage of the CPC model is 
that advertisers only pay when a user clicks on their ad­
vert, not when it is displayed, making the most efficient 
use of their money. 

Search engines usually allow advertisers to targeted their 
audience demographic - for example, selecting a geo­
graphical region, language, and even the type of device 
used to browse. Social networks such as Facebook use 
their vast collections of user data to target their adverts 
even more precisely, including by age, marital status, 
likes and interests, and education level. A professional 
wedding photographer, for example, could target adverts 
to all people aged between 20 and 35, who are engaged to 
be married, and live within 25 miles of his home city. 
These targeted advertising systems benefit advertisers by 
ensuring adverts are shown to those most likely to be 
interested in them, increasing the chance of success. 

Blocking Adverts 
Many web browsers have built in features to block popup 
adverts. Advert blocker extensions can be downloaded to 
block a wider range of adverts, including banner ads and 
search listing adverts. Ad blockers filter out adverts using 
black lists of known ad servers, preventing adverts from 
even being downloaded. This has the advantage of sav­
ing bandwidth and increasing browsing speed. 

However, some web site owners consider ad blockers 
unethical. Many web sites offer their content for free but 
make money from advertising revenue-when ad block­
ers are used, this revenue is significantly reduced. Even 
simply blocking third party cookies reduces revenue be­
cause it prevents adverts from being targeted, reducing 
their effectiveness. 

Social Media 
Organisations are increasingly taking advantage of the 
growth in social media to distribute advertisements in 
the form of online videos, games, images, and smart 
phone apps. These techniques take advantage of word of 

Exercise 9-13 

mouth advertising, hoping that users will spread and 
repost messages to their friends and acquaintances, all 
the while generating free publicity for the company. Par­
ticularly successful campaigns are said to have gone vi­
ral, having spread across the Internet much like a virus, 
with very little control from the creators of the content. 

More adventurous businesses have even ventured into 
virtual worlds to raise brand awareness and attract new 
customers. Several clothing companies, for example, have 
virtual 'shops' where customers can view products just as 
they would in a real shop, even adding clothing to ava­
tars to see how they look when worn. Sports company 
Reebok even allows customers to customise virtual 
'trainers' in various styles and colours, and provides the 
option to purchase real versions of the customised prod­
ucts from the company's web site10

• 

Measuring Marketing Success 
An advert's Click through rate (CTR) is the percentage of 
people who click on it when it is displayed. Click through 
rates for banner adverts are usually quite low - around 
0.2- 0.3% (i.e. two or three clicks per thousand views) 11

, 

while the top adverts on Coogle's AdSense sometimes 
have a CTR between 1% and 8% CTR (i.e. up to 80 clicks 
per thousand views). Some Twitter adverts record as 
much as 19%12

• A e-commerce site's conversion rate is a 
measure of how many visitors to a site actually purchase 
products, while the bounce rate is the percentage of visi­
tors who enter a site's front page and then leave the site 
immediately. 

Web Traffic analysis (also called web analytics) involves 
collecting and analysing statistics about the visitors to 
web sites. Statistics collected can include: 

• Number of unique visitors 
• Number of return visitors 
• Individual pages visited 
• Visit duration 
• Bounce rate 
• Country and language of visitors 
• Operating systems used by visitors 
• l:lrowsers used by visitors 
• Referrers - the sites which led to this one 
• Referring search terms - if the visitor came 

from a search engine 
• HTTP error codes 
• Bandwidth used 

Some web site owners believe it is unethical to accept using a web site for free, but then block the cookies or adverts 
from which it generates income. Do you agree with this statement? Explain your answer. [6 marks] -



These statistics can help a business in various ways. The 
number of return visitors is an important statistic because 
a high value suggests users find something useful about 
the web site which encourages them to come back, while 
a low number of new visitors might suggest that few new 
users are finding the web site, perhaps because existing 
advert campaigns are poor or search engine rankings are 
low. The duration of visits and the pages visited can help 
determine the effectiveness of a web site - for example, 
the front page. If a large number of visitors never pro­
gress beyond the front page (i.e. there is a high bounce 
rate), it is possible that something is putting visitors off or 
stopping them - perhaps the site's navigation options are 
poor, the page takes too long to load, or perhaps there are 
problems displaying the site on some browser versions. 

Referrers are a key statistic because they tell a web site 
designer where users found out about the site-and in 
the case of search engines, the search queries used. The 
success of advertising campaigns can be measured this 
way and decisions made about where to spend money on 
future advertisements. 

Even the success of offline advertisements- such as those 
in a magazine - can be measured using web analytics. For 
example, if a magazine advert contains a special URL 
only used in that advert (for example 
www.mywebsite.com/magazine-ad), the number of hits 

~ Statistics tor 6) • main • Mozilla firefox 
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to that page can be assumed to be the minimum number 
of people who have seen and responded to the advert 
(since they cannot have seen the URL anywhere else). 

Some technical statistics such as the operating system and 
browser used by visitors might seem irrelevant, but they 
can be useful for two reasons. Firstly, the web site design­
er needs to ensure the web pages render correctly on 
those platforms. Secondly, a statistic such as a large num­
ber of mobile phone users might suggest that there is a 
market for a dedicated mobile phone application or spe­
cial offers (see page 199). 

HTTP error codes can also be useful - if a lot of visitors 
are receiving a 404 'page not found' message, it suggests 
that there is a broken link somewhere on the web site or 
on a referring web site. 
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Search Engines and Privacy 
Search engines make significant profits from advertising-in fact, more than 96% of Coogle's revenue in 2010 was gen­
erated this way 13

. This success is achieved through targeted advertising-winning business by being able to show ad­
verts to specific target audiences. To achieve this, search engines store and process vast amounts of information about 
their users-including every search they make. Using cookies (see page 207) or user accounts, this activity can be tied to 
individuals, helping build up profiles on them. 

Such large scale data collection and retention has caused some privacy advocates to be concerned however, as search 
data, even if anonymised, can still reveal a great deal about the user. An infamous case from 2006 highlights the poten­
tial problems. The New York Times ran a story about the release of 20 million search queries by Internet provider Ameri­
ca Online (AOL). AOL released the search queries as part of a research project-each had been anonymised by assign­
ing users numbers instead of names. However, this was not enough: The New York Times was able to track down one of 
the users, number 4417749, by investigating search queries until they identified her as 62 year old Thelma Arnold from 
Lilburn, Georgia, US14

• Queries such as 'homes sold in shadow lake subdivision gwinnett county Georgia' had helped 
reveal her location, while others revealed information about her hobbies and medical ailments. The queries provided 
enough detail that the investigating reporter was able to visit her and conduct an interview for the paper. 

The search query data was quickly removed by AOL, but by that time numerous people had downloaded it and mirror 
sites had been set up to host it. Cases such as this highlight the amount of information that is collected about us, and 
how much can be revealed by seemingly anonymous information. Exercises 9-14 examines some additional examples 
from the search data. 

- - ·------ ·--~ 

Exercise 9-14 
The table below shows the queries made by two search engine users. What, if anything, can be determined about 
these users from the searches they made? 

Search terms for user 1 Search terms for user 2 

• how to change brake pads on porsche 944 • chai tea calories , calories in bananas 
• 2005 us open cup florida state champions • surgical help for depression 
• how to get revenge on a ex girlfriend • can you adopt after depression 
• how to get revenge on a friend • who is not allowed to adopt 
• replacement bumper for porsche 944 • i hate men 
• florida department of law enforcement • jobs in denver colorado 
• crime stoppers florida • teaching positions in denver colorado 

• how long will the swelling last after my tummy tuck 
• divorce laws in ohio 
• free remote key loggers 
• baked macaroni and cheese with sour cream 
• how to deal with anger 
• teaching jobs with the denver school system 
• marriage counseling tips 
• anti psychotic drugs 

Exercise 9-15 
Look in your web browser's History window. Often there is a search function- enter the name of a search engine that 
you use regularly and you should see the searches you have made. 

-
a) How easy would it be to determine your age, gender, location, and occupation with a reasonable degree 

of certainty? Which search queries reveal these facts about you? 
b) What else could be determined about you by these search queries? Do certain groups of queries reveal 

more than individual queries alone might? 



Transportation Business 
Travel Sites 
Many organisations in the travel industry, from travel 
agencies to hotels to airlines, now have an online pres­
ence, helping travel related e-commerce account for 37% 
of the total e-commerce spending in the US in 20109

• 

Airline and train schedules and seating availability can 
easily be checked online without the need to visit a travel 
agency. Many travel companies also allow tickets to be 
purchased directly, with customers specifying their pref­
erences such as seat position, smoking or non-smoking 
areas, meal choices, and any unusual requests such as 
excess luggage or baby seats. Pre-flight online registration 
is also needed for the security checks required by some 
countries such as the United States. While travelling to 
the airport or waiting for an arrival, tailored text message 
or email alerts are increasingly used to provide up-to-the­
minute information about any delays or cancellations. 

Hotels often provide similar features on their web sites, 
with information on availability and pricing, pictures of 
rooms, and directions to the hotel. Many hotels also allow 
online reservations and booking. 

These online facilities are convenient for customers, and 
businesses benefit because they can reduce the number of 
staff working in customer service, answering telephones, 
taking bookings, and checking availability - with e­
commerce, the customer performs these tasks for the 
business. 

Another benefit of an online presence for smaller hotels is 
increased ability to compete with larger hotels. This is 
particularly true if a business is rated well on one of the 
major travel review sites, which include user generated 
reviews of destinations and hotels all over the globe. 

Travel reservation sites often allow users to book all of 
their travel needs in one place. Many feature price com­
parisons drawn from multiple other sites, allowing the 
best deals to be found, and can offer related deals such as 
car hire, hotel bookings, and nearby attractions based on 
the user's search. 

Some web sites are even starting to compete with tradi­
tional travel guide books by harnessing the power of user 
content and web 2.0 technologies like wikis to build a 
catalogue of destinations and activities all over the world. 
The contributors to these sites, which can include local 
residents, can have a deeper knowledge of destinations 
than guide book authors who may only spend a small 
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Figure 9-36 Hotel reviews (top), flight schedules (middle), and col­
laborative travel guides are all available online (bottom). 

amount of time in any given location. Multiple contribu­
tors also help build up a more rounded impression of a 
destination. Finally, the nature of wikis and web sites in 
general mean that information can be much more up to 
date than paper guide books, which are only be issued 
once every three years or more. 



Chapter 9 

Body Scanners 
Full body scanners, sometimes colloquially called 'naked 
body scanners', are an increasingly common sight in air­
ports across the world. Installed in an attempt to increase 
security by spotting hidden weapons or explosives, the 
scanners use radio frequencies or backscatter x-ray tech­
nologies to 'see' through a passenger's clothing and es­
sentially present an image of the passenger naked. 

The use of the scanners has proved controversial, with 
critics claiming their operation amounts to a virtual strip 
search. Particular concerns have been raised about the 
use of the technology on children. To address privacy 
concerns, the systems blur the faces and genitals of the 
passengers, and are designed not to store images after 
they have been viewed by security personnel-though 
there have still been cases of abuse by staf£16

• 

Health questions also exist over the use of x-rays, even in 
small doses. Nevertheless, the installation of such ma­
chines has increased in recent years and in many coun­
tries they are considered important tools in combating 
terrorism. 

Vehicle Tracking 
Several types of organisations have interests in tracking 
vehicles, either throughout their journey or at specific 
points. Toll roads and bridges, for example, need to 
charge drivers for use, but in an efficient manner which 
prevents large queues at toll booths. Radio Frequency 
Identification (RFID) technology is increasingly being 
used in these situations, with the driver carrying an RFID 
enabled smart card in their vehicle, which is automatical­
ly read as it passes the toll booth. The card can then iden­
tify the driver and deduct fees from a previously speci­
fied bank account. This technology reduces delays and 
slowdowns, prevents problems with change or lack of 
funds, and reduces the number of staff needed to collect 
money from drivers. Automatic barriers or cameras 
equipped with Automatic Number Plate Recognition (see 
page 301) are used to stop drivers who pass through 
without a valid card. 

Fleet tracking takes vehicle tracking a step further, fol­
lowing individual vehicles in real time and producing 

Exercise 9-16 

Figure 9-37 Images produced by a full body scanner 

detailed statistics about their journeys. Fleet tracking is 
commonly employed by taxi companies and haulage 
companies. GPS technology (see page 243) allows the 
position of individual vehicles to be known in real time. 
This is a significant advantage in the event of theft, and 
even the presence of such a system may deter would-be 
thieves. If a vehicle is stolen, remote vehicle disabling 
systems can literally stop it in its tracks. 

Fleet management software is used in conjunction with 
fleet tracking systems to improve the efficiency of opera­
tions. Route planning features use information such as 
road length and type, speed limits, traffic levels, and acci­
dent information to find the optimum route for a jour­
ney-which might not necessarily be the shortest. For 
example, this can help dispatch the taxi which will arrive 

Figure 9-38 Automatic toll road using RFID cards 

To what extent are people's concerns about full body scanners outweighed by the security benefits they provide? 
(8 marks] 

Exercise 9-17 
Research the various technologies which can be used instead of body scanners to improve airport security. Evaluate the 
appropriateness of each one. (8 marks] 



at the pickup point in the shortest time, or help assign a 
lorry to collect material from a warehouse with the mini­
mum waiting time. The improves the business efficiency 
by reducing the time vehicles are stationary waiting for 
collection or drop off, and by reducing fuel consump­
tion-which also has environmental benefits. 

Fleet management also improves safety by allowing su­
pervisors to ensure drivers are following regulations re­
garding speed limits, maximum allowed driving times, 
and break frequencies. This information can also be rec­
orded for auditing and inspection purposes. 

Package Tracking 
E-commerce companies and couriers usually offer pack­
age tracking to their customers, enabling them to the 
view the last known status of their packages from a web 
site, and supermarkets are increasingly tracking individu­
al items from manufacture to store shelf. Although bar­
codes are useful for fetching price information at check­
out terminals, manually scanning barcodes for hundreds 
of individual items would be time consuming. Therefore 
most companies use RFID to track packages. Goods are 
scanned at the start of each step of the journey (for exam­
ple, as they leave the factory and are loaded onto a vehi­
cle) and the results are transmitted to a central database 
with details of the time and location of the scan. When 
the vehicle reaches its destination and unloads the goods, 
they are scanned again, updating the database. When a 
customer visits the company's web site and enters their 
package tracking number, the appropriate records are 
fetched from the database and displayed. 

As well as increasing convenience-customers no longer 
have to worry where their goods are or whether they will 
arrive-accountability is increased because any lost 
goods can be traced back to a last known time and loca­
tion. 

Smart cars 
Smart cars, also called intelligent cars, use information 
technology to improve driver safety and comfort. Often 
they use sensors to provide information about the envi­
ronment in or around the vehicle, and some vehicles may 
even react to this information automatically. For example, 
temperature and wheel spin sensors can detect ice on the 
road and visually or audibly warn the driver. If the car is 
connected to the Internet, this same information can be 

Exercise 9-18 

Figure 9-39 Some smart cars can park automatically 

acquired from local weather reports, or even using car-to­
car networks to receive warnings from other cars which 
have recently travelled the same stretch of road. 

If a smart car is involved in an accident, it could automat­
ically call emergency services, giving them details of the 
accident location (from on board GPS), speed, impact 
direction, and number of passengers (from in seat sen­
sors). This information could help emergency services 
ensure that the right equipment and personnel are sent to 
the accident scene as quickly as possible - for example, 
automatically sending fire and rescue crews if the vehicle 
reports that the impact is severe or that the vehicle has 
rolled over. 

Other smart car systems are designed to improve driver 
comfort and increase convenience. Biometric sensors can 
not only provide greater security, but enable cars to ad­
just their seat and mirror settings to the preferences of the 
identified driver, as they sit down. Some modern vehicles 
already feature self-parking modes, which take over from 
the driver and are able to autonomously parallel park. 
Researchers are even working on developing completely 
driverless vehicles, where people will be mere passengers 
(see page 347). 

Smart car technologies are constantly improving. Research some of the recent developments in driver safety and com­
fort. Label a diagram of a car with the systems used and the techniques they use (for example, sensors) to gather data. -



Chapter 9 

Chapter Review 
Key Language 

Traditional Businesses 
acceptable use policy extranet macro reward card 
ATM filtering macro viruses RFID 
chip and pin follow-the-sun working mail merge self checkout 
collaborative software Internet monitoring smart shopping trolley 
deskilling Internet monitoring online banking targeted advertising 
Electronic Funds Transfer intranet Point of Sale teleworking 
email monitoring keystroke monitoring reskilling 
employee monitoring loyalty card remote desktop 

Online Businesses 
absolu te Lillk do not track location based service tags 
ad blockers domain name meta tags targeted advertising 
ALT attribute Domain Name System mobile commerce third party cookie 
anchor E-commerce MySQL third party hosting 
Apach E-marketing newsletter third party payment service 
applet e-store online advertising title attribute 
ASP electronic shopping cart online reputation Top Level Domain 
ASPX email payment gateway tracking number 
back-end enterprise information sys- PHP unique identification num-
banner ads tern plugins ber 
bounce rate external link pop-ups uploading 
breadcrumb trails File Transfer Protocol ranking of sites uptime 
browser compatibility filtering referrer viral advertising 
bulk email first party cookie relative link virtual world 
Business-to-Business Flash screen reader W3C 
Business-to-Consumer HTML scripting web analytics 
Click Through Rate https Search Engine Optimisation web crawler 
Consumer-to-Consumer hyperlinks secure online payment web hosting 
conversion rate internal link Silverlight web server 
cookies Internet Service Provider sitemap web spider 
Cost Per Click Java social media web traffic analysis 
css JavaScript spam WebCMS 
data mining keyword density sponsored links WYSIWYG 
data-driven web sites keyword prominence SQL XML 
digital certificates keyword spamming stylesheet 
direct payment link farm SVG 

Transportation Businesses 
fleet management GPS price comparison sites RFID 
fleet tracking intelligent cars real-time data collection route planning 
full body scanners package tracking remote vehicle disabling sensors 

Exercise 9-19 
Identify the items of hardware and software which a teleworker might require to do their job well. [4 marks] 

Exercise 9-20 
Explain two benefits of online bill payment for the customer, and two benefits for the utility company. [8 marks] -



Business & Employment W:W 
Exercise 9-21 
Examine the steps a web site designer could take in order to improve a web site's bounce rate, click through rate, and 
conversion rate.[8 marks] 

Exercise 9-22 
Design a web site for the scenario described below. Construct a site map and then use web development software to 
build the site. Consider accessibility and other good design techniques in your design, and apply search engine opti­
misation techniques. 

Scenario: A small gardening company offers services including garden maintenance, pond construction, and land­
scaping work. It wishes to expand its business to include selling garden accessories such as fountains, garden furniture 
and patio equipment, garden sheds, and outdoor lighting. Because the company does not want to stock large volumes 
of these items at any one time, it wishes to have a catalogue of available items along with key facts about them. The 
company has also noticed that customers often need inspiration for landscaping projects and so wishes to showcase 
examples of their work online. 

Exercise 9-23 
(a) (i) Define the term key logger. 

(ii) Describe two items which may be present on a company's intra net. 

(b) Explain three clauses that a company may include in its acceptable use policy. 

(c) Justify the decision to use employee monitoring software. 

Exercise 9-24 
(a) (i) Identify two ways credit card fraud may be committed. 

(ii) Describe two features which may be present on an online banking site. 

(b) Explain the security measures a bank must use on its online banking web site. 

[2 marks] 

[4 marks] 

(6 marks] 

[8 marks) 

(2 marks] 

[4 marks] 

[6 marks] 

(c) To what extent are the benefits of online banking and its associated features outweighed by the prob- [8 marks] 
lems which may arise? 

Exercise 9-25 

(a) (i) Define the term data driven web site. 

(ii) Describe two actions a web designer can take to increase the accessibility of a web site. 

(b) Explain three factors a search engine may consider when assessing the quality of a web page. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) A small business sells greetings cards and party related material online. Discuss the use of third party [8 marks] 
payment service compared to direct credit card handling for this business. Evaluate your arguments. 

Exercise 9-26 
(a) (i) Define the term Point of Sale. 

(ii) Describe the steps taken when the customer buys items at a supermarket with a credit card. 

(b) Explain the benefits of loyalty card schemes for customers. 

(c) To what extent do the benefits of using RFID technology in supermarkets outweigh the concerns? 

[2 marks] 

[4 marks] 

[6 marks] 

[8 marks] 

-
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Education 
Information technology is dramatically altering education, changing the way material is delivered, how teachers and 
students interact, and the very nature of the materials and skills that students need to learn. IT has also helped extend 
education beyond the school classroom or university lecture theatre, with advances in distance learning and open con­
tent helping to make knowledge available globally at a lower cost than ever before. As businesses demand ever more IT 
literate employees, educational institutions need to ensure their students are prepared for the 21st century work envi­
ronment by exposing them to the latest technologies and skills. 

IT in Teaching and Learning 
E-learning, or electronic learning is a general phrase 
given to any teaching method that makes use of infor­
mation technology. Telelearning takes place when the 
teacher and student are in geographically separate loca­
tions. Blended learning, as its name suggests, involves a 
mixture of approaches-for example a combination of 
traditional and electronic learning methods in a class­
room, or the use of classroom lessons and telelearning at 
different times. 

Telelearning, or distance learning, is commonly used 
when students cannot physically attend classes, fur rea­
sons including ill health, moving home, or the need to 
look after children or relatives. Telelearning is also useful 
for people with full time jobs who are unable to attend 
classes during the day, or for those who cannot find the 
courses they require at local educational institutions. Pris­
on inmates can also be offered telelearning courses to 
improve the chances of getting jobs upon their release. 

Schools and universities often use Virtual Learning Envi­
ronments (VLEs) to offer telelearning courses. VLEs al­
low content to be uploaded and organised by topic, week, 
or date and accessed at the student's own pace. Teachers 

upload documents and files, links to Internet resources, 
and in some cases upload videos of their classes to enable 
students to view them at their leisure. Most of the popu­
lar VLEs, including Moodie and Blackboard, allow tasks 
such as essays to be assigned, complete with deadlines 
for electronic submission. Simple tasks such as quizzes, 
gap filling ('doze') tests, or matching games can be auto­
matically graded by the computer without the teacher. 

Discussion forums are often included in VLEs to allow 
students to interact with each other and the instructor, 
and allow asynchronous learning - with the student 
learning when they want, at they speed they want, with­
out the need to be online at a predetermined time. 

Some aspects of telelearning may require synchronous 
learning - when the teacher and students need to be 
online at the same time. Chat or video-conferencing ses­
sions, for example, require participants to meet at a pre­
determined time to discuss issues that have arisen during 
the course. This can be useful to regain some of the inter­
action that is lost with asynchronous learning, but it can 
be inconvenient for people in different time zones. Video 
conferencing also has specific hardware, software, and 
network requirements, which may exclude some students 
from these sessions. 

Virtual Learning Environments 

Advantages 

Course material can be deployed to a larger number of 
students compared to a traditional classroom environ­
ment. This should help reduce costs - savings which can 
then be passed on to students. 

VLEs do not require web development experience, so pro­
fessional looking results can be achieved by even novice 
users. This frees up time to work on course material. 

Students who cannot otherwise access courses have the 
opportunity to do so, increasing equality of access. 

Travel costs for students and teachers can be reduced. 

Students can learn at their own pace and at any time they 
wish. 

Disadvantages 

The face-to-face interaction of a traditional classroom is 
lost. This can make it harder for students to ask questions, 
and harder for teachers to notice misunderstandings and 
assess progress. 

Some facilities (such as virtual meetings) still require coor­
dination if students are in separate time zones. 

Certain hardware, such as a web cam and a high band­
width Internet connection, may be required for some VLE 
features. 

Figure 10-1 Advantages and disadvantages of Virtual Learning Environments 



Mobile learning, also called m-learning, is a form of tele­
learning where mobile technologies such as PDAs and 
smart phones are used to access educational content. This 
is particularly useful for quick reference tasks in situa­
tions such as language learning, where quick access to 
very specific information (such as a dictionary) is often 
needed. For example, the US military use translation soft­
ware on mobile devices in Iraq and Afghanistan when no 
human translators are available - soldiers type or speak 
their sentence into the device and the software provides 
text or audio feedback. Similar tools can be used to trans­
late for aid workers in humanitarian missions, and even 
to translate speech into sign language, using a animated 
avatar. Of course, these devices still face some difficulties 
in achieving accurate translations, especially when faced 
with local dialects. 

Online resources 
Information technology provides access to new types of 
educational resources which are not possible with tradi­
tional classroom textbooks. Before the widespread use of 
the Internet in classrooms, computer reference software 
on CDs or DVDs provided encyclopaedic content en­
hanced by multimedia. Many also included related tools 
such as dictionaries, thesauruses, and books of quota­
tions-items which would have cost much more if pur­
chased separately in book form. However, as cheap and 
fast network connections become more common in 
schools, many of these products have been discontinued 
as users move towards free content on the Internet. 

Particularly with the advent of web 2.0 technologies, 
Flash, Java, and higher speed Internet connections, inter­
active online resources have become much more common. 
Multimedia can enhance the teaching of many subjects­
for example, to improve historical understanding by in­
cluding archive footage from famous events, or assist lan­
guage learning with embedded audio clips of native 
speakers to guide pronunciation. Some language learning 
software even allows the learner to speak into a micro­
phone and then analyses their pronunciation and pro­
vides feedback. 

Subject specific web sites often provide accounts for stu­
dents to log in and practise topics at their own speed, 
keeping a record of their achievements, and possibly even 
adapting the material to them-for example, by providing 
additional questions on topics a student struggles with, or 
temporarily reduce the difficulty until the student builds 
confidence. 
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Figure 10-2 Teachers use Virtual Learning Environments (top) 
to provide access to a variety of educational resources. M­
learning (middle) brings resources to users on the move. Multi­
media educational content can be purchased on CD-ROM or 
DVD for offline use (bottom). 



Figure 10·3 Educational software allows exploration 
of places as varied as the solar system (top) and the 
human body (above) 

Online animations and interactive models (see page 166) can be used 
to teach many science topics, including viewing the molecules in com­
pounds, the human body, and the orbits of planets in the solar system. 
These models allow hands-on experience of ideas and concepts which 
would otherwise be too expensive, risky, or difficult to experience in 
real life. Biology lessons, for example, can use interactive models of 
the human body which allow the skeletal, blood, nerve, and organ 
systems to be added or removed, zoomed in, and rotated, giving a 
unique perspective unobtainable with textbook diagrams or even tra­
ditional physical models of the body (see figure 10-3). Climate and eco 
-system models provide a similar degree of flexibility for environmen­
tal topics, and population models can show the results of demograph­
ic changes. 

Virtual field trips take multimedia a step further by creating digital 
versions of actual locations, along with educational notes and re­
sources. Famous sites including the Sistine Chapel, the British Muse­
um, and the Museum ol Iraq all have web sites which imitate the ex­
perience of being in a real museum, with models of exhibits and de­
scriptions in multiple languages. Whereas the lack of space in muse­
ums often means large parts of their collections are kept in storage, 
online virtual museums can house virtually limitless content, includ­
ing material previously unavailable. 

Web 2.0 in the classroom 
Web 2.0 technologies such as blogs and wikis have been adopted by 
many teachers to help their students learn. At their most basic, these 
technologies provide a cheap or free way to store electronic copies of 
lesson notes and related material which can help extend students' 
understanding of material covered in class. Having classwork availa­
ble at home assists homework tasks and also encourages parents to 
become aware of and involved in their children's learning. Some re­
search suggests that students take greater care and produce better, 
higher quality work when they know it will have a wider - perhaps 
global- audience, rather than being written in an exercise book and 
seen only by the teacher 1• The comment features of blogs also provide 
an opportunity to elicit feedback from readers, providing adequate 
precautions are taken to guard against inappropriate comments. 

Pushed further, technologies like these and social networks- often a 
controversial topic in education-can be used to create 'flat class­
rooms' - where learning is not restricted to the classroom environment 
and where classes from schools across the world can work on collabo­
rative global projects. 

Podcasting 
Podcasts-audio files distributed over the Internet using RSS feeds­
are cheap and easy to record and distribute, requiring the minimum of 
hardware and software. Podcasts provide students with opportunities 
to practise their verbal skills in a variety of subjects, perhaps upload­
ing and sharing their final productions using a class VLE or even dis­
tributing them on the Internet. For example, modern language teach-



ers can use them to assess their students pro­
nunciation skills or public speaking skills in a 
way which would not be possible in an ordi­
nary classroom. 

There are also many free podcasts available on 
topics from language learning to computer se­
curity and archaeology. 

Open Courseware 
Open courseware is educational content which 
is free to distribute, use, and change-usually 
distributed under a Creative Commons or simi­
lar licence (see page 135). Open courseware 
materials range from simple videos and lecture 
notes to full graduate courses and text books. 
Many open courseware projects provide cut 
down versions of full university courses, com­
plete with lecture recordings, notes, and assign­
ments, but of course without the university 
credit at the end. 

Electronic books (e-books) are produced by 
some textbook companies to replace or support 
existing paper books. E-books can be distribut­
ed on CD-ROM or downloaded from e-book 
stores and read on a computer or an e-book 
reader. E-books distributed online can theoreti­
cally be quickly and automatically updated for 
all readers, and electronic distribution saves 
printing, transportation, and distribution 
msts-although there is a potential problem 

Four Virtual field trips 
The Sistine Chapel (www.vatican.va/various/cappelle/sistina_vr/ 
index.html) offers a 3D recreation of its interior, including the fa­
mous frescos and altar. 

The Virtual Museum of Iraq (www.virtualmuseumiraq.enr.it/ 
homeENG.htm) showcases a long history of the area, including Su­
merian, Babylonian, and Assyrian artefacts. 

The British Museum (www.britishmuseum.org/explore/ 
online_tours.aspx) has online resources for many of its items which 
are not on display in the museum itself. 

The Smithsonian Museum (www.mnh.si.edu/panoramas/#) a virtu­
al tour of its vast collection. 

with equality of access if students or schools do not have 
access to sufficient numbers of e-book readers or comput­
ers. Bandwidth may be an additional challenge, with e­
books not really suited to texts containing a large number 
of images or diagrams that must be downloaded. 

cial textbooks (paper or electronic). A major criticism of 
traditional paper textbooks is their high cost-up to $100 
or more-and the relative speed with which they become 
out dated. Although e-books have reduced these prob­
lems somewhat, the cost of some electronic textbooks is 
still criticised. 

Open textbooks go one step further, and aim to create 
electronic, freely distributable books to replace commer-

Five open content providers 
1. MIT (ocw.mit.edu)- The Massachusetts Institute of Technology OpenCourseWare page contains over 2000 courses 

from the arts, natural sciences, and social sciences. 
2. Harvard Extension school (www.extension.harvard.edu/openleaming)- Harvard offer a variety of online graduate 

courses for free. 
3. Project Gutenberg (www.gutenberg.org)- A long running project to collect electronic copies of books, mostly clas­

sics which are now in the public domain. 
4. Wikipedia (www.wikipedia.org)- perhaps the largest and most famous open content site, the free encyclopaedia 

that anyone can edit, with over 3.6 million articles in the English version. 
5. Wikibooks (www.wikibooks.org)- The sister site to Wikipedia, Wikibooks attempts to organise content into relat­

ed topics and subjects for textbook use. 
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Open textbooks reduce initial costs by saving money paid 
to authors and publishers. However, a significant chal­
lenge for open projects is ensuring the quality of their 
content. In the US, textbooks used in schools must meet 
state standards for content - including accuracy and qual­
ity. Traditional textbook publishers often have years of 
experience in addressing these standards, whereas open 
textbook publishers may not. For this reason, some pro­
jects, such as the California Open Source Textbook Project 
(COSTP) are encouraging existing publishers to openly 
license their material, rather than start with entirely new 
authors2

• 

Game based learning 
The educational effects of playing computer games, long 
a favourite hobby of many teenagers, is often a controver­
sial subject. Despite this, software which combines games 
playing with educational tasks-sometimes called edu-

Try It Online 
Visit www.itgstextbook.com for examples of serious 
games which teach about a variety of issues. 

tainment software-has been popular since the availabil­
ity of early home computers. Basic edutainment titles 
often have similar concepts to traditional arcade games­
such as shooting aliens or collecting coins-but inter­
sperse the action with questions which the player must 
answer in order to progress. Other titles-sometimes 
called serious games-are designed specifically to edu­
cate players on a particular issue which is at the heart of 
the game. The game 3rd World Farmer (see figure 10-4), for 
example, is a strategy game which requires the player to 
plant and harvest crops to earn money and improve their 
farm. However, players are presented with challenges 
faced in developing countries such as famines, floods, 
and tribal violence which affect their ability to operate the 
farm. 

Another example is the game Food Force, developed 
by the World Food Programme, which tasks the 
player with delivering and managing food supplies 
in humanitarian missions across the world. The 
game aims to teach the player about the causes of 
famine, droughts and war, plus nutritional infor­
mation, and the obstacles which relief organisations 
often face in their missions4

• 

Other games, although not specifically targeted at 
the education market, can require quite complex 
skills and understanding to be successful. Some 
teachers have seized upon these games as an oppor­
tunity to teach their students useful skills while im­
proving motivation. Games which let the player 
build a city, for example, require an understanding 
of power and water distribution, crime control, and 
pollution issues, while many strategy games require 
elements of resource management. Notable uses of 
computer games in classrooms include: 

Maths, memory, and reading games on the 
handheld Nintendo DS console have been used in a 
number of test projects in UK schools. One such pro­
ject found an average increase of 10% on maths tests 
after playing the games for 15 minutes each morn­
ing3. 

Figure 10-4 Food Force (above left) teaches players about 
humanitarian relief projects. Strategy games such as 
FreeCiv (left) have been used to teach a range of skills. 



In North America, the historical detail in strategy games 
such as Civilization and Rome Total War has caught the 
attention of some teachers, who use them for teaching 
topics ranging from Ancient Egypt to imperialism, good 
governance, and diplomacy5

• A modification of Civiliza­
tion, starting in 1534, has even been created to teach Can­
ada's early history. 

Other strategy games, such as Railway Tycoon, Theme Park, 
and Theme Hospital, have all been used to teach students 
elements of business management, economics, and plan­
ning. 

Exercise shy students have been encouraged to partici­
pate in physical education lessons with games which use 
dance mats or motion controllers for input. Trials in the 
UK showed increased participation during physical edu­
cation lessons, with activity levels comparable to a brisk 
walk. The initial project won a Youth Sports Trust award 
and is set to be expanded to more schools6

• 

Education _ 

Web based exams 
As Internet research skills become increasingly important 
in many jobs, the issue of allowing Internet use during 
school assessments has arisen. In Denmark, a trial project 
in 2009 allowed students Internet access during their final 
year school exams. Students were given free access to all 
web sites, but were banned from communicating with 
anybody inside or outside the exam room7

• Advocates of 
the system claim the nature of the questions make it hard 
to cheat, since high quality answers require analysis and 
evaluation of information, while the Internet provides a 
quick and effective way to check facts. They also argue 
that in modern society there is less need to emphasise 
remembering facts-as these can be checked quickly from 
a plethora of mobile devices - and a greater need to pro­
cess those facts into something meaningful. 

High Tech Cheating 
While some schools are allowing Internet use in exams, 
others are battling an increase in cheating. Mobile phones 
in particular are easily smuggled into exam rooms by 
students and then used to connect to the Internet, access 

Is Wikipedia a viable classroom resource? 
Freely available content, particularly open material, often raises concerns about its reliability and integrity. In particu­
lar, the use of Wikipedia, 'the free encyclopaedia that anyone can edit', in the classroom has been controversial since the 
site's inception in 2001. 

Concerns over the reliability and integrity of Wikipedia's content stem mainly from the fact that anybody can edit its 
articles, even anonymously, potentially including inaccurate or biased points of views. Some users have even vandal­
ised pages by including deliberately false and sometimes libellous information - especially on biographical pages. Re­
lated to these concerns is the frequent lack of citations or references in articles, which make it hard to verify infor­
mation. Inaccurate articles have even caught out a number of press organisations who did not verify their facts, often 
with embarrassing results17

• Others criticise the quality of writing in some Wikipedia articles, claiming their structure 
and language use is poor and difficult to understand. In the classroom environment, younger students in particular 
may find this a problem. 

On the other hand, proponents of Wikipedia point to multiple studies which have found similar errors rates in Wikipe­
dia and traditionally edited encyclopaedias 18

, and evi­
dence suggests that almost half of all vandalised Wik­
ipedia pages are fixed almost immediately19

• The very 
nature of Wikipedia means it often contains the very 
latest information on a given topic, while the number 
of articles-3.6 million for the English language ver­
sion-easily surpasses the size of paper encyclopaedias 
(65,000 articles in the Encyclopaedia Britannica20

). 

Meanwhile, Wikipedia's popularity is undeniable: 
with over 15,000,000 registered accounts and many 
more unregistered users21, and a place near the top of 
many search engine results, Wikipedia is likely to be a 
force on the web for some time. 
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notes stored in their memory, or communicate with third 
parties-perhaps by photographing the examination pa­
per and sending it to an outsider to supply the answers. 
In the UK, there was a 6% rise in exam cheating in 2010 -
the majority of it involving mobile phones8

, while in Ja­
pan, allegations of university entrance exam cheating­
again, using mobile phones-became the subject of a po­
lice investigation9

• 

Outside of the exam room, plagiarism has become a con­
cern for many educational establishments as increased 
use of Internet resources tempts some students to copy 
and paste work without attribution. In some cases, stu­
dents are simply unaware of malpractice rules and quote 
a web page or build on somebody's ideas (their intellec­
tual property) without properly acknowledging the 
source. These issues can be resolved relatively easily by 
educating students on acceptable and unacceptable prac­
tice and teaching them how to write citations and bibliog­
raphies. 

However, some students knowingly plagiarise by copy­
ing large amounts of material from the Internet and past­
ing it together into one piece of work. Several web sites 
make so called 'sample' essays available for students to 
download, while 'essay mill' sites even offer custom es­
say writing services, for a fee. Many of these sites claim to 
offer exemplar work so students can understand what 
makes a good essay, but it is clear that often these essays 
are used to commit plagiarism. 

Although easy to perform, the consequences for com­
mitting plagiarism can be severe. Most educational or­
ganisations have IT acceptable use policies (AUPs) and 
academic honesty policies which cover plagiarism, with 
consequences ranging from failing the work to being 
asked to leave the school or university. 

A 2010 MIT study also found long lasting impacts for 
students who plagiarised class assignments, with a three­
fold increase in exam failure rates compared to other stu­
dents, even if they started with at the same skilllevel10

• 

Technological solutions to fight plagiarism include using 
search engines to check the originality of phrases from 

Exercise 10-1 

student work, and using specialist anti plagiarism soft­
ware. Such systems work by comparing student work 
with sources on the Internet and a large database of past 
submissions (previously submitted work is normally 
saved in the database, prompting concerns from some 
students about their intellectual property rights). Work is 
assessed and given an 'originality score' which describes 
how similar it is to past works. More advanced software 
is able to detect work that has been copied and altered, 
perhaps with the removal or editing of some words. 

Filtering and monitoring 
Monitoring students' computer use and preventing ac­
cess to inappropriate material on the Internet is a priority 
for many schools. In the US, the Children's Internet Pro­
tection Act (CIP A) requires these measures in govern­
ment funded schools, and there may also be pressure 
from parents and teachers to use them. Just as in busi­
nesses (see page 188), filtering in schools can help prevent 
distraction and time wasting (by both students and teach­
ers). A desire to reduce cyber-bullying during school 
time is also a common motivation for blocking social net­
works and similar sites (see page 232). 

Like any filtering system, schools face problems caused 
by both false positives (when educationally useful mate­
rial is accidentally blocked) and false negatives (when 
harmful material is allowed through instead of being 
blocked). This is especially problematic if black lists are 
determined by an educational authority rather than the 
school itself, as the process to have a site unblocked can 
be difficult and time consuming. 

Another difficulty is that students often use their own 
laptops or even mobile phones for Internet access, allow­
ing them to circumvent filters by connecting directly to 
their phone company's 3G or 4G networks. 

Describe three techniques a school can use to reduce the problem of students accessing inappropriate material during 
class time. [6 marks) 

Exercise 10-2 
To what extent will the decision to allow Internet access in examinations improve the quality of education? [8 marks] 

I ~ 

.. 



Hardware Technologies 
Interactive whiteboards consist of a touch sensitive 
board which allows inputs to be made with a special pen 
or a finger, and a projector which outputs a computer 
display onto the board. Software installed on the connect­
ed computer translates and processes touch inputs, and 
can run dedicated interactive whiteboard applications 
such as games. 

In the most basic form, interactive whiteboards can be 
used to operate the computer as normal, touching and 
dragging icons with a finger instead of a mouse. In note 
making mode, notes, annotations, and diagrams are 
drawn on the board and then saved as images or editable 
text files which can then be distributed to students elec­
tronically or uploaded to a class VLE. 

Specially designed interactive whiteboard applications 
are available for specific subjects. For example, a physics 
lesson might use a circuit diagramming program which 
allows circuit components to be created by dragging 
icons on the board; a maths teacher can use software 
which presents problems on screen and allows the an­
swer to be entered by students; and an English teacher 
can use electronic versions of texts which allow sections 
to be highlighted, annotated, and saved for later use. 

Although interactive whiteboards can provide fun les­
sons, especially for younger students, they are also ex­
pensive, costing upwards of £430 ($700) each. This cost is 
often prohibitive when schools consider buying them for 
multiple classrooms. The surface of the boards is also 
relatively delicate and can be easily damaged, for exam­
ple by accidentally writing on it with a normal white­
board marker pen. 

In many cases, activities which use interactive white­
boards are achievable using a regular computer and pro­
jector (both of which are also needed for an interactive 
whiteboard system). The variety of different manufactur­
ers also means there is no standard for interactive white­
board software, leaving users locked in to the software 
available for their brand of board. One study revealed 
that students in lessons which used interactive white­
boards were actually more passive and less engaged in 
the lessons, because many whiteboards only allow single 
students to use them at a time11

• However, despite these 
drawbacks, interactive whiteboards have gained popular­
ity in schools. 

Figure 10-5 Child using an interactive whiteboard 

Provision for special needs 
Information technology can help integrate students with 
special needs into the mainstream classroom. The accessi­
bility hardware and software described on page 29 pro­
vides a good basis for many users with physical disabili­
ties. While mobility problems may stop a person from 
writing with their hands, a computer mouse or trackball 
combined with an onscreen keyboard can be a powerful 
tool. Onscreen keyboards can be controlled with a foot 
operated trackball, a head wand, or even (as is the case 
for physicist Stephen Hawking) a simple on-off switch. 
Dictation software is another option, to convert spoken 
words into computer type, and is also useful for users 
with vision problems. Many products, from calculators to 
dictionaries and personal organisers are available with 
speech synthesis which can help visually impaired users. 

A variety of software packages exist to help users with 
learning difficulties such as dyslexia, for whom reading 
and constructing sentences can be difficult. Many offer 
standard word processing functions, plus speech synthe­
sis systems which highlight words as they are read, to aid 
reading. Dictation systems and predictive text systems 
also help by constructing sentences and providing sug­
gestions after just a few letters have been entered. 

People with autism often learn better visually, and there 
are dedicated software packages that use these tech­
niques. Flash cards, with an image and the associated 
word displayed on them, are a simple but effective meth­
od that can be used as stand alone programs, in web pag­
es, or projected onto a whiteboard. There are even sys­
tems available to let non-verbal autistic users form sen­
tences graphically, by dragging a series of icons on a 
handheld device, with the final sentence being spoken by 
a speech synthesiser12

• 



Laptops in the classroom 
Laptop, handheld, and tablet computers are slowly re­
placing traditional computer rooms in many schools. 
Laptops and other portable devices have the benefit of 
being accessible at any point during a lesson, bringing 
information to the classroom rather than requiring the 
class to move to a dedicated computer room. 

With the move to laptops, schools are starting to imple­
ment one laptop per student ('1-1') programmes, either 
funded through the school or with support from technol­
ogy firms. However, the effectiveness of such pro­
grammes is still a hotly debated topic, with various stud­
ies disagreeing on the extent of the educational benefits, if 
any (see page 232). 

Schools often implement laptop programmes to provide 
students access to online resources, use electronic ver­
sions of textbooks, and to facilitate collaborative learning. 
There is also a desire to prepare students for future ca­
reers, many of which now require some degree of IT pro­
ficiency. 

There are many practical and logistical considerations to 
be made when implementing laptop programmes, in­
cluding issues of finance, security, and equality of access. 
Laptops are not cheap-with costs of up to $2 million to 
equip an 800 student school with laptops 13

, and $1.5 mil­
lion per year to maintain, financing such programmes can 
consume large portions of school budgets. 

Some schools allow students to bring their own comput­
ers, though this raises the issue of equality of access for 
those student who can't do so, and reduces the positive 
impact of laptops because teachers cannot rely on every 
student having access to a computer. Student owned lap­
tops are also harder for the school administration to con-
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Figure 10-7 Laptops, tablets, e-book readers, and portable com­
puters are increasingly being used in classrooms 

trol, as they have no influence on the software or data 
that may be installed on them. Even if computers are pur­
chased and supplied by the school, parents may still be 
required to pay an annual fee to insure the devices. 

Security is also a prime concern -laptops are relatively 
easily lost, eminently attractive to thieves, and much 
more delicate than desktop computers. The cost of repair­
ing laptops is also higher than desktop computers be­
cause parts are often specialised to a particular brand. 
The chances of failed laptops means spare, standby ma­
chines need to be kept ready, as well as adequate tech­
nical support to solve problems as quickly as possible­
both of which are additional costs for the school. 
Some computer manufacturers have tried to address this 
problem by producing hardened versions of their laptops 
specifically for school children, with reinforced chassis 
and rubber shock absorbers. 

Laptops in Schools 

Benefits Considerations 

Often, student engagement is improved Setup, operating, and maintenance costs can be high 

Online resources saves spending on paper textbooks Quality online resources can still be expensive 

Technology skills are essential in many careers Teachers need training to use technology effectively 

Instant access to a wealth of online material Citation and source evaluation skills must be taught 

Portable devices provide convenient access to information Adequate security measures must be taken 

Typed assignments reduce problems with illegible writing Measures must be taken to ensure equality of access 

Provides the possibility of global collaborative projects Student (and teacher!) distraction can be a problem 

ure 1 0·6 Advantages and disadvantages of laptops in schools 



Education 

Can computers and the Internet replace teachers? 
Nicolas Negroponte's One Laptop Per Child (OLPC) =-~---~-­

project is famous for attempting to provide cheap lap­
tops to children in developing countries. The laptops 
are sold in bulk to governments who then distribute 
them to children. The laptop is ruggedized and 
equipped with wireless connectivity, giving access to 
the Internet. 

As of 2011, the OLPC foundation has shipped over 2 
million laptops-the majority to Latin America, includ­
ing large deployments in Peru and Uruguay. The OLPC 
project requires children to own the laptops themselves 
and be able to take them home with them, in order to 
encourage after school learning and expose the child's 
family to the technology22

• 

Figure 10-8 The OLPC computer is designed for children in devei­
Negroponte is famous for his view that children should 

oping countries 
be given a laptop regardless of the availability of schools 
or teachers, believing that students can teach themselves using the technology. 'Give [students] a laptop especially if they 
don't go to school. If they don't go to school, this is school in a box' 23

• 

However, the machine has not received universal praise, with several African leaders criticising it during a United Na­
tions meeting, viewing the venture as misguided. 'African women who do most of the work in the countryside don't 
have time to sit with their children and research what crops they should be planting'24

• Others have questioned the ap­
propriateness of spending money on computers and Internet access when developing countries clearly face other major 
challenges. 'We know our land and wisdom is passed down through the generations. What is needed is clean water and 
real schools.'24 

Supporting infrastructure must also be considered­
everything from having sufficient electrical sockets to 
charge the laptops, to ensuring the school building has 
ample wireless coverage-is important in ensuring the 
success of technology programmes. Desks and other fur­
niture must also be suitable to prevent problems such as 
back pain after prolonged use (see page 268). 

To avoid problems with inappropriate use of technology 
or distraction from learning, filtering and monitoring 
technologies can be used (see page 228). Schools also 
need to prepare adequate acceptable use policies and 

Exercise 10-3 

educate all users on their contents. 

Finally, training is an important issue. Though many stu­
dents have grown up using technology, often teachers 
and school administrators have not. Even if they are fa­
miliar with the general operation of technology, using it 
in the classroom often requires changes in teaching and 
preparation methodologies. A teacher who changes from 
writing pages of notes on a white board to writing pages 
of notes on a computer screen is obviously not making 
the best use of the available technology! 

Explain four reasons why teachers might be reluctant to implement a laptop program in their classroom. [8 marks] 

Exercise 10-4 
Explain three precautions a school can take to reduce the problem of stolen laptop computers. [6 marks] 

Exercise 10-5 
Schools have different methods of paying for laptop programmes, with some absorbing the cost while others pass it 
on, in whole or in part, to parents. Discuss which stakeholder should be responsible for paying the costs of imple­
menting laptops in schools programs. [8 marks] 



Impacts on Education 
Reports on the impacts of laptops in classrooms are 
mixed. Liverpool High, one of the first New York State 
schools to implement laptops back in 2000, abandoned 
the scheme after seven years, citing no observable in­
crease in student performance and a wealth of prob­
lems 14

• Other schools have found the financial pressures 
caused by failed laptops to be too great, or have been 
dissuaded by the amount of time spent fixing technical 
problems rather than teaching and learning. 

Research in Israel also failed to find improvements in 
grades when computers were used to teach maths, and 
for younger children even found a negative effect­
results went down15

• 

Other results have been more positive. A 9 month study 
by Montreal University found that the introduction of 
laptops encouraged student participation and motivation, 
reduced drop out rates from 39.4% to 22.7%, and moved 
participating schools from 66th to 23rd in school rank­
ings. However, the researchers noted that several factors 
had to be present to make the best use of the available 
technology 16

• 

Cyber-bullying 

Did You know? 
The demise of textbooks in schools has long been pre­
dicted. 

'The motion picture is destined to revolutionise our educa­
tional system ... in a few years it will supplant largely, if not 
entirely, the use of textbooks' 
Thomas Edison, 192225 

'A radio receiver will be as common in the classroom as a 
blackboard ... radio instruction will be integrated into school 
life' 
William Levenson, 194525 

It is useful to remember that not all technological pre­
dictions tum out to be true! 

It is also clear that the age of students makes a difference, 
with laptops seemingly making the least difference for 
younger children who are learning basic skills such as 
reading, writing, and maths. For other children, who 
need access to a wider range of content, laptops appear to 
have shown a greater advantage, if used appropriately. 

Cyber-bullying using mobile phones, social networks, email, or chat rooms is a growing phenomenon. A 2009 report by 
the UK government found cyber-bullying had been experienced by 47% of 14 year olds, 41% of 15 year olds, and 29% of 
16 year olds26

• Other research found that 25% of students have experienced cyber-bullying more than once, and 53% of 
students have participated in bullying at least once27

• Bullying is not limited to students: one survey of teachers found 
35% had suffered online bullying, with 26% of cases being initiated by parents28

• 

The impacts of online bullying can be severe, with victims often being afraid to go to school and sometimes needing 
psychological help. There have also been a number of high profile cases involving suicides or attempted suicides after 
cyber-bullyini9

• 

Solutions such as banning access to social networks or mobile phones in schools are of limited use, as much cyber­
bullying takes place outside of school. Appropriate profile privacy settings can be effective in reducing bullying by 
restricting the ability to post or view information to only the user's friends. Users also need to be careful about who 
they grant access to their profile by accepting them as friends. 

Most social media sites have features to report abusive behaviour, and often pledge to deal with offending content 
within 24 hours. Depending on the circumstances, offenders can be warned or have their accounts closed 30

• Users are 
also able to block individual users from contacting them, or to remove content posted onto their profiles. These 
measures can be effective when the identity of bullies is known, but do little to stop bullies making further accounts or 
groups under false names. 

Education, both on how users can protect themselves online, and the potential real life consequences of online posts, is 
also important in combating the problem. Several government campaigns, backed by anti-bullying charities and social 
networks, have addressed the issue, including providing advice for parents and teachers, who may not have the tech­
nical skills to deal with the problem themselves. 



School administration 
School administrators often use a School Information 
System (SIS) (sometimes called a Student Information 
System) to store and manage large quantities of data 
about their staff, students, and school. School information 
systems generally include features for: 

• Storing students' personal data, including photo­
graphs and home contact details 

• Storing students' medical data for emergency use 

• Storing academic data including grades, grade aver­
ages, and past results 

• Storing attendance data on a lesson by lesson or daily 
basis 

• Storing discipline records 
• Arranging and recording meetings with parents 

• Allowing parents to pay some costs online (for exam­
ple, dinner money or extra curricular club fees) 

• 

• 
• 

Creating and managing student and teacher timeta­
bles and room allocation 
Producing reports about progress 

Recording of books and other equipment borrowed 
from the school 

• Sharing of relevant data with parents 

As with many database systems, school information sys­
tems typically allow different levels of access for different 
users. Medical data should only be available to the school 
nurse, for example, while teachers will be able to view 
and edit academic data, but only for their own students. 

Because every school has slightly different procedures 
and practices for everyday tasks, many commercial SIS 
applications are customisable and extendable. For exam­
ple, timetabling systems must allow the number of les­
sons per day to be altered, as well as the day length, and 
the grading system might allow letter grades, numeric 
grades, or percentages to suit the courses being taught. 
Additionally, school information systems usually support 
third party add-ons which allow related features such as 
inventory management, financial management (including 
records of staff salaries), and human resource manage­
ment. 

School information systems have the advantage of keep­
ing all school data in one location, reducing duplication 
of effort and providing quick access to information for 
school administrators, senior teachers, teachers, and par­
ents. The process of preparing reports for internal use, 
parental feedback, and government agencies can also be 
simplified. There may be legal requirements about the 
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Figure 1 0·9 School Information Systems manage student and 
classroom data 

retention and protection of data about students, and­
when properly used-a SIS can help implement these. 

Electronic Data Interchange (EDI) is a common feature of 
school information systems. Passing student records to 
new schools, such as from primary to secondary, is a 
common task. If done manually, information is often 
printed or exported and must be re-entered into the new 
school's SIS, which risks integrity problems and discour­
ages sending large amounts of data. EDI solves these 
problem by defining a standard way to represent and 
transfer such data. This encourages schools to keep com­
prehensive records, ensures vital information is not lost 
during transfer, and helps better monitor and understand 
a student's progress. 

EDI can also be used to send statistical data to govern­
ment agencies, so they can monitor the progress of stu­
dents and schools and produce national reports. 



Chapter Review 
Key Language 
1-1 programme 
acceptable use policy 
accessibility 
anti-plagiarism software 
asynchronous learning 
black list 
blended learning 
Children's Internet Protec­
tion Act 

. cyber-bullying 
dictation software 

Exercise 10-6 

e-book 
e-book reader 
e-learning 
edutainment 
Electronic Data Interchange 
false negative 
false positive 
flat classrooms 
forums 
interactive whiteboard 
m-learning 

motion controllers 
multimedia 
onscreen keyboard 
open courseware 
open textbooks 
plagiarism 
pod cast 
predictive text 
profile privacy settings 
projector 
reference software 

school information system 
serious games 
speech synthesis 
synchronous learning 
tele-learning 
touch sensitive input 
video conferencing 
VLE 
web2.0 

What will the typical school be like in 2020? What changes will technology cause? What will be new? Which technolo­
gies will succeed, and which old ideas will be thrown away and forgotten, just as blackboards, chalk, and slates have all 
been consigned to the past? 

Consider a typical government-funded school in the UK or the US. Ask yourself which technologies the government 
might deem most useful for educational purposes. You should consider various technologies that have been covered 
throughout this chapter, including: 

• The use of laptop computers, smart phones and PDAs in the classroom 
• Interactive whiteboards 
• Textbooks versus e-books 
• Open content versus commercial content 
• Blended learning 
• Virtual worlds in the classroom 
• Any other relevant technologies that might be used in schools of the future 

Create a presentation called Schools of the Future. Evaluate the likelihood of each of these technologies succeeding or 
failing in schools, with clear reasoning and reference to all aspects of the ITGS triangle. (20 marks] 

Exercise 10-7 
Research tends to disagree greatly on the effects computers in schools-and particularly 1-1laptop programmes-have 
on results. Some studies claim benefits, other find none-and some even find a negative affect on achievement. Why do 
you think different studies have found such varied results? Evaluate your arguments. [8 marks] 

Exercise 10-8 

A school is considering options to modernise its information technology facilities. As well as upgrading its 
current hardware, software, and networking systems, it is investigating the use of electronic books or open 
textbooks in place of paper textbooks. 
(a) (i) Define the term open content. [2 marks] 

(ii) Describe two items of hardware the school may need to purchase to modernise its facilities. (4 marks] 

(b) Explain two precautions the school will need to take if it decides to use laptops in the classroom. [6 marks] 

(c) Analyse the three textbook options available to the school. To what extent are open textbooks a worth- [8 marks] 
while endeavour? 
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(a) (i) Define Lhe t r:ri1 VLE. [2 marks] 

(il) De cribe two way a School information System can assist school administrator . [4 marks) 

(b) Explain the solutions schools implement to combat Internet based plagiarism. [6 marks] 

(c) Shol'IJd money be spent on supplyi ng ili.teractiv whiteb ards for each classroom in a school, or \s there [8 marks) 

a more appropriate way to spend this money on technology? Justify your answer. 

Exercise 10·10 

(a) (i) Define the term ble11ded /eaming. 

(i i) D scrib two item ofhardwar required to implement tel~Jearning. 

(b) Explain h w web 2.0 tool can be used in thecla sr om. 

[2 marks] 

f4 marks] 

[6 marks) 

(c) Discuss the issues that arise when giving free laptop to children in d vel ping countries. To what ex- [8 mark 1 
tent can a laptop prov a quality learning t ol for these tu.dents? 

Exerc.ise 10-11 
School administrators, teachers, and parents are sometimes opposed to one laptop per student programmes. 
To what extent do you think this opposition is driven by a lack of understanding of technology, rather than genuine 
problems arising from its use? [8 marks] 
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~-= Chapter 11 

IT & The Environment 
IT provides many opportunities to study and understand the world around us, enabling us to take better preserve and 
care for our environment. Data logging, for example, helps us track animal populations, while computer models are 
used to predict climate change, and 'smart' devices with embedded processors reduce the resources consumed by eve­
ryday tasks. However, as information technology becomes ever more ubiquitous, concerns are raised about the envi­
ronmental effects caused by its manufacture, use, and eventual disposal. This chapter covers the many ways IT is used 
in relation to our environment, both positive and negative. 

Data Logging 
Data logging systems use computers to automatically 
record data from sensors, without human intervention, 
over a long period of time (days, months, or even years). 
Data logging has many applications; it is used by auto­
matic weather stations to record environmental data 
which can be later used for weather prediction; it is use­
ful for monitoring volcanic and seismic activity; and ro­
bots such as the Mars Pathfinder use data logging to re­
port back information about the Martian surface and at­
mosphere, including temperature and wind speed. In 
nuclear power stations and other safety critical systems, 
data logging is used to constantly monitor the states of 
the reactors and report any abnormalities. 

Hospital intensive care units take advantage of data log­
ging to record and monitor patients' vital signs, including 
respiration rates, pulse, and oxygen levels. These systems 
can monitor a patient continuously and sound a warning 
if any of the sensors detect values outside of predefined 
parameters-such as a respiration or pulse rate that is too 
low or too high. Using data logging in this way frees staff 
members while still providing the constant care needed 
by the patient. In some cases it is even possible to use 
portable, wearable data logging equipment so a patient 
can be sent home while still being monitored (see page 
257). 

Figure 11-1 An automatic weather station in the Antarctic. Data 
logging systems are perfect for such hostile environments. 

Figure 11-2 Racing cars log and transmit hundreds of variables 
every second. 

All modern commercial aircraft are fitted with Flight Data 
Recorders (FDR), advanced data logging systems which 
constantly log over 100 parameters concerning the air­
craft's situation, including its speed, altitude, heading, 
control positions, and the time. FDR data is used in crash 
investigations to determine the cause of accidents and 
improve future safety. 

Traffic pollution levels are able to be monitored using 
roadside sensors which log levels of gasses in the atmos­
phere and, in some cases, the number of vehicles passing 
by. This helps assess the need for, and success of, traffic 
reduction techniques. This type of traffic monitoring is 
another situation which would expose humans to a 
health risk if they were to perform the task manually for a 
long period of time. 

In sports, racing cars use data logging as part of their 
telemetry systems, sending each lap dozens of parame­
ters about the car back to the team in the pits. Many as­
pects of the car, including fuel remaining, tyre tempera­
tures, tyre pressures, height off the ground, and engine 
revs are all transmitted for analysis. 

Advantages 
Computerised data logging has many advantages over 
manual data collection, including the ability to sample 
large numbers of variables at once, and extremely fre­
quently (many times a second). These readings can be 



taken for years or more-much longer than would be 
possible with manual data collection. 

The integrity of the collected data can also be greater as 
computers can sample data at precise intervals (for exam­
ple, precisely every minute without variation), and unlike 
humans computers do not get tired, do not forget to take 
samples, and do not read instruments incorrectly or make 
mistakes when recording data. For even more conven­
ience, data logging systems can automatically produce 
output in an easily readable form such as a graph or 
chart. 

Safety is also an important issue-data logging instru­
ments can survive in harsh environments with extremes 
of temperature, poisonous gasses in the air, and intense 
weather conditions, reducing the risk to humans who 
would otherwise collect the data. 

Finally, because the whole data logging process is auto­
mated, it is useful for systems which only need attention 
when something is abnormal. A nuclear power plant 
monitoring system only need alert operators to a problem 
for example, as do many medical monitoring devices. 
Data logging systems can automatically record data but 
only alert humans when values pass outside a certain 
range. 

Analog versus Digital Data 

Environmenf __ 

The Data Logging Process 
The data logging process is relatively straight-forward: 

1. Analog data is collected using a variety of sensors 
2. The analog data is converted to digital data by an 

Analog to Digital Converter (ADC) 
3. The digital data is transferred to a computer for stor­

age 
4. The data is analysed and processed 
5. (Optional) Alarms or alerts can be sounded if data is 

outside pre-determined ranges 
6. Output such as graphs or tables are produced 

Analog data (also called continuous data) is data which is measured, in contrast with digital data (discrete data) which 
is counted. Physical data such as temperature, altitude, and speed are analog signals. As computers only work with digi­
tal data, these analog signals must be processed by an Analog to Digital Converter (ADC) before they can be used. This 
process is known as digitisation, sometimes called sampling. At fixed intervals of time-called the sample rate-a 
measure is taken from the analog signal and the nearest digital value is recorded. 

The quality of the digitisation (i.e. how closely the digital version resembles the analog version) depends on two factors: 
the sample rate and the sample precision. The sample rate is the number of times each second a sample of the analog 
data is taken. If the sample rate in figure 11-3 was higher, there would be more bars on the Time axis, and they would 

therefore form a shape that more 
closely resembled the analog wave. 

The sample precision determines the 
number of discrete digital values that 
can be represented-the y axis in the 
diagram. The higher the precision (the 
more values), the closer the digital 
values can be to the analog originals. 

CD quality audio is usually converted 
with a sample rate of 44.1kHz (44,100 
samples per second) and the sample 

_.__..___.__.___.____.~o--_._T,_i...Jm'-e---''-_.___..__.___._....._--~.-""--"-----• precision is 16 bit (65,536 possible 

Figure 11-3 Analog data (wave) and digital data (steps) values). 



Satellite Communication and Imaging 
Advanced imaging satellites such as the GeoEye-1, orbit­
ing above Earth at altitudes of up to 680 kilometres, are 
capable of taking photographs of any location on the 
planet with incredibly high resolution. The most ad­
vanced commercial satellites can image at up to 0.4 me­
tres (i.e. with each pixel representing 0.4 metres on the 
ground10

), while it has been suggested that some military 
satellites are capable of resolutions to 12.5 centimetres 11

• 

Other satellites use remote sensing techniques such as 
radio waves (Radar), lasers (Lidar), or sound (Sonar) to 
gather data not visible using normal photography tech­
niques. Elevation data, terrain types, weather data, and 
even maps of the sea bed can be obtained in these ways, 
and they are not limited to earth observation - images of 
other planets in our solar system have also been taken 
using these techniques (see figure 11-4). 

Because radio waves, sound waves, and lasers cannot be 
seen with the naked eye, the returned data must be pro­
cessed to produce a useful visualisation of the data (see 
figure 11-4). 

Applications 
Weather monitoring is a common application of satellite 
imaging technology. Photographs and remote sensing of 
the Earth are used to monitor climate and environmental 
change, particularly in areas which are difficult to access 
or which are too large to measure manually on the 
ground. For example, the size of deserts, rainforests, and 
glaciers can be detected using radar imaging, allowing 
scientists to monitor rates of desertification, deforestation, 
and glacial retreat over large areas. Recently, the progress 
and effects of disasters such as volcanic eruptions or oil 
spills have also been monitored using this technology12

• 

Collection of data from infrared sensors enables land and 
ocean temperatures to be calculated, which is extremely 

How do Mapping Systems work? 
Imaging satellites provide high resolution photographs 

· of the Earth, often captured at several different levels of 
zoom. These images, and their associated meta-data -
their location, altitude, and time and date - are sent back 
to computer systems on earth. They are then processed 
as necessary - for example, scaling them, rotating them, 
or skewing them depending on the angle at which they 
were taken. Many images may also be stitched to form 
one larger image. The image data is then stored in ada­
tabase, where it can be accessed or searched as necessary 
by mapping software, referenced by its coordinates. 

Figure 11-4 Image of Mars, created with data from the laser 
altimeter aboard the Mars Global Surveyor satellite 

useful for making predictions about weather patterns. 
This data can also be fed into computer models to verify 
them as part of a feedback loop (see page 173). 

Further afield, remote sensing satellites and probes have 
been used to collect atmospheric, temperature, and sur­
face data from Venus, Mercury, and Jupiter, and even the 
Sun has been investigated in this way. Data gathered by 
the many satellites and probes that have surveyed Mars 
revealed large trenches across the Martian surface which 
led to new scientific understanding and the suggestion 
that water may have once flowed on the planet. As of 
2011, the New Horizons space probe is en-route to the 
outer reaches of the solar system to gather data about 
Pluto and its moons. 

As with many technologies, satellite imaging and remote 
sensing technologies were driven by military require­
ments, particularly during the Cold War when the US 
and the Soviet Union both used aerial and satellite pho­
tography to monitor the military facilities of the other. 
Today these technologies are still widely used by the mil­
itary to monitor the global proliferation of nuclear weap­
ons by monitoring the Earth for the electromagnetic puls­
es and x-ray radiation associated with them. Satellite im­
agery is also a valuable military intelligence gathering 
tool and has been used extensively in Iraq and Afghani­
stan. 



Satellite data also has a number of educational, business, 
and leisure applications and is often used to build online 
mapping systems and Geographical Information Sys­
tems (GIS) for these purposes. 

Online Mapping 
High resolution satellite maps are available for use by the 
public in many online mapping applications. Many 2D 
mapping systems use additional mapping databases such 
as country borders and road positions to help align the 
satellite imagery. 

Online maps often have data layers customised for their 
target audience, so a system for tourist use may include 
layers which display hotels, restaurants, car rental agen­
cies, and national parks, while other users might add 
weather layers, locations of public transport stops, or 
even 3 dimensional building models. It is also common to 
include geotagged images (images with location coordi­
nates embedded) from photo sharing sites to give an indi­
cation of a location from the ground. 

Many online maps allow routes and directions to be cal­
culated, often entering origins and destinations as names, 
GPS coordinates, or postcodes (zip codes). More ad­
vanced software allows routes to be configured, for exam­
ple to avoid areas such as city centres, motorways or 
highways, or high traffic areas. 

Combined with a GPS receiver, online mapping systems 
are the core component of portable and in car satellite 
navigation systems. These display the user's location on 
the map in real time, often with accuracy of just a few 
metres. More advanced navigation systems update traffic 
and road works information in real time to allow routes 
to be recalculated if a potential problem or delay such as 
an accident occurs ahead. Online mapping systems typi­
cally provide step by step directions which can be printed 
out, while in car navigation systems feature spoken direc­
tions to avoid distracting the driver with written instruc­
tions. Many commercial drivers now favour satellite nav­
igation systems to paper maps for their ease of use, auto­
matic recalculation abilities, and compact size. 

Virtual globes are software models of the Earth (or other 
planets) which provide similar functionality to mapping 
systems, but in three dimensions. This has the advantage 
of clearly showing the height of terrain features such as 
mountains, as well as allowing more detailed layers of 
information to be added. Some virtual globes have the 
feature the ability to 'fly' through terrain, perhaps even 
recording an animation in the process. 
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Figure 11-5 Map with satellite imaging (top); vector street mapping 
data (middle); virtual globe software with user photo and temperature 
layers added. 
© 2011 Google, © 2011 Tele Atlas,© 2011 DigitaiGiobe, © 2011 TerraMetrics 

Software such as Google Street View takes the online 
mapping process even further by including images of 
entire streets in cities around the world. Users can 'move' 
up and down streets almost as though they were present, 
viewing local buildings, vehicles, and people. Because 
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each street must be individually mapped by a car with an 
attached camera, Google Street View only has images of 
selected cities. 

Concerns 
Members of the public and governments around the 
world have raised privacy concerns over online satellite 
imaging and mapping systems. Google Street View, a 
system which provides street level imagery for many 
European and North American cities, has come under 
particular criticism. Criticisms of online mapping systems 
include: 

• Military concerns that restricted facilities are visible 
on maps, offering potential intelligence to terrorists 
or hostile nations 

• Government concerns that high resolution maps of 
sensitive locations such as nuclear power plants or 
airports could be used by terrorists to plan attacks 

• Concerns from citizens about their property being 
visible, allowing potential thieves to scout for valua­
ble properties and potential targets 

• The display of vehicle number plates on street level 
imagery, prompting privacy concerns 

• Concerns from citizens that images of them in the 
street are available online, or that Google Street View 
cars passing close to their houses allow Internet users 
to see inside their homes. 

• Images taken by satellite imaging systems may offer 
a view into back gardens of residences, which are not 
visible from the public street, invading privacy 

Geographical Information System (GIS) 
A Geographical Information System (GIS) is similar to a 
virtual globe, but provides facilities to store and analyse 
much larger amounts of data. Depending on its applica­
tion, a GIS might include data on population densities, 
crime patterns, natural phenomena such as volcanoes or 
fault lines, average incomes, and positions of facilities 
such as police stations and hospitals. This information 
can be used by city planners to consider factors such as 
the ratio of citizens to hospitals, the number of people 
living close to an earthquake fault line, or areas with par­
ticular crime problems. 

When planning facilities such as new fire stations, a GIS 
with detailed information on road types can help officials 
accurately calculate emergency vehicle response time, 
helping to pinpoint the best location to situate the build­
ing. 
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Figure 11-6 Map showing probability of disease infection in differ­
ent areas, using the GRASS Geographical Information System 
(top). GIS data used to predict areas liking to be flooded (bottom). 

In Alaska, the Fish and Wildlife Service imported data 
from radio tagged caribou into Geographical Information 
Systems, allowing them to map animal migration routes 
and analyse how they would be affected by proposed oil 
developments. A similar system has been used with polar 
bears to monitor how they are affected by decreasing 
levels of sea ice13

• Businesses, too, can use a GIS to find 
areas with many people in their target demographic, 
which can help when deciding where and how to adver­
tise their products. 

Because Geographical Information Systems are used for 
such a wide variety of tasks, it is common for users to 
gather their own data from field research and then use 
the data import tools in the GIS to add new layers of in­
formation. Many GIS programs also store large amounts 
of historical data, allowing patterns of change over time 
to be analysed. 
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GPS Networks 
GPS devices are used by people for a wide range of activities, including driving, walking and mountaineering, and nav­
igation at sea. GPS also has (and was originally invented for) military applications, particularly assisting navigation and 
keeping track of friendly forces. 

GPS systems work using GPS receivers - the de­
vices which users carry or mount in their vehicles, 
and a network of GPS satellites. GPS receivers 
use trilateration to calculate their position on 
Earth. Each GPS receiver has a catalogue of satel­
lites and their current positions. As the receiver 
detects radio waves from a satellite, it calculates 
the time taken for the signal to reach it. This ena­
bles the receiver to know how far it is from the 
satellite and, therefore, how far it is from a known 
position in space. 

For example, the receiver may calculate that it is Figure 11-7 Global Positioning System 
20,000 km from the satellite A (see figure 11-7). 
This is only partially useful, because there are lots 
of points which are exactly 20,000 km from the 
satellite - many of them in outer space! However, 
by calculating its distance from additional satel­
lites, the receiver can determine its accurate posi­
tion. For example, if the receiver is also 23,000 km 
from satellite B, there are only two points (on a 
two dimensional map) where the receiver could 
be (the points where the two circles in figure 11-8 
intersect). The Earth acts as a third 'circle', leaving 
only one possible location for the GPS receiver­
the point where the three circles intersect. 

In the 2 dimensional example in figure 11-8, only 
two satellites are needed, plus the Earth itself. The 
principle is the same for three dimensions, except 
instead of circles intersecting, spheres intersect. In 
reality, to get a three dimensional position on the 
Earth's surface, three satellites are needed, though 
many GPS receivers use more to improve their 
accuracy. 

Mobile Phone Tracking 
The position of a mobile phone can be determined 
relatively easily either by calculating its distance 
from the nearest mobile phone masts in a similar 
way, or by simply using the GPS system built into Figure 11-8 Global Positioning System 
many modem phones. 

(Not to scale) 

(Not to scale) 

The tracking of mobile phones-potentially without the consent of the owner-raises privacy concerns but can help 
police and law enforcement track suspects. It also allows phone users to receive location based services. For example, 
based on the phone's location, software can locate the nearest cash machine or bank, find upcoming events in the area, 
or recommend a local restaurant. 

--



Environmental Impacts 
Information technology has some important positive im­
pacts on the environment. The increasing use of 'smart' 
systems in devices like washing machines and 'smart 
homes' (see page 274) leads to more efficient use of water 
and power; email and electronic documents can reduce 
the use of paper (although this is somewhat debatable), 
and Internet communications reduce the need for heavily 
polluting physical travel (especially flying). However, 
there are several serious concerns about the IT industry 
and its environmental impact, including: 

• The amount of resources used during manufacture 
• The speed with which products become obsolete and 

new ones are manufactured 
• The use of dangerous chemicals in the manufactur­

ing process, affecting factory workers 
• The amount of power consumed by IT equipment 
• The pollution caused by old IT equipment when it is 

discarded 

Throughout its life cycle, there are concerns about the 
environmental impact of IT equipment. These concerns, 
and possible solutions, are covered below. 

Power consumption 
Power consumption has always been a key issue for mo­
bile devices, where longer battery lives are a key selling 
point. However, it is also a concern in organisations, 
where hundreds or thousands of power hungry comput­
ers can have significant financial and environmental 
costs. Research in the US found that electricity costs ac­
counted for half of total IT expenditure in businesses, and 
that cooling equipment accounts for almost half of the 
energy used 1• 

Search engines, social networking sites, and cloud com­
puting sites store vast amounts of information on their 

Exercise 11-1 
Some industries have a reputation for being heavier pol­
luters than others. The World Bank lists the steel indus­
try, industrial chemical plants, and pulp and paper man­
ufacturing as some of the top 'dirty industries' 14

• Certain 
types of mining industries also have a reputation for 
causing groundwater pollution, while the airline industry 
contributes 2% of all man-made C02 emissions15

• 

Before continuing this chapter, analyse the positive and 
negative impacts the IT industry has on the environment. 
Do you think the IT industry would be classified as a 
'clean industry'? 

computer systems, usually in data centres - buildings 
which contain hundreds or even thousands of computer 
servers and the equipment required to cool them, all run­
ning continuously. Concerns have been raised about both 
the amount of energy consumed by data centres and the 
source of the energy, which is normally from non­
renewable sources2

• The problem is exacerbated by the 
redundant backup systems most data centres use in case 

Figure 11-9 Rows of hundreds of computers in a data centre in 
Houston, Texas. 

of an emergency. A 2010 Greenpeace report found that 
data centres consume up to 2% of all global electricity2

- a 
figure which will continue to grow as Internet services 
and cloud computing facilities become increasingly pop­
ular, and as the amount of information we generate in­
creases. 

Solutions 
Most modern computer systems have some form of pow­
er saving systems built in. The power settings on laptop 
and desktop computers can be used to switch devices and 
individual components to low energy or standby modes 
after a period of inactivity. For example, a computer 
might switch off a hard disk if it has not been accessed for 



some time. Modern processors also offer speed throttling 
systems such as AMD's PowerNow and Coo/11 Quiet, or 
Intel's SpeedStep. These automatically reduce the clock 
speed of the processor if it is not being used intensively, 
saving energy, reducing heat output, and saving further 
energy used for cooling. Usually speed throttling systems 
automatically increase the clock speed if a demanding 
application is used, so users should not notice a perfor­
mance loss. 

Servers account for a large amount of energy use but 
there are several ways of reducing their consumption. 
Blade servers are modular systems which allow circuit 
boards containing processors and memory to be added to 
a blade enclosure, which provides shared power and 
cooling. Blade systems generally offer improved energy 
consumption compared to traditional rack servers. 

The large amount of processing power available in one 
space means blade servers are also useful for running 
virtual machines using virtualisation software. Virtual 
machines allow a single computer to effectively act as 
multiple computers, each running its own independent 
operating system. Using a single blade server running 
three virtual machines is likely to be much more energy 
efficient than running three individual servers, each with 
their own storage devices, power, and cooling systems. 

Resource Depletion 
The volume of resources used in IT manufacture is also a 
concern. Although microchips are small- weighing just a 
few grams-dozens of pounds of highly toxic chemicals 
are used during the manufacturing process. Chips are 
repeatedly heated, etched, and cleaned with purified wa-

Are E-books better for the Environment? 

Did You Know? 
It takes 1.6 kg of fossil fuels and 31 kg of water to pro­
duce a 2 gram microprocessor16

• That's a ratio of over 
16,000 to 1. 

ter, consuming large amounts of energy-over 1.4 kWh 
per square centimetre of silicon- and resulting in many 
gallons of water being contaminated with carcinogens 
and chemicals linked to birth defects3

• Multiplied by the 
number of microchips being produced-millions per 
month-these figures add up quickly. Silicon Valley, the 
'birthplace' of the computer revolution, is now one of the 
most polluted places in the United States, in part because 
of IT manufacturing plants4

• 

Harmful chemicals used in the production of IT equip­
ment have also been linked to illnesses in factory work­
ers, including rates of cancers and birth defects up to five 
times the average5

• Clusters of these diseases have been 
observed in 'clean room' workers worldwide, including 
in Scotland, the US, and South Korea. 

It is suspected that the constant re-circulating of air inside 
workers' protective 'bunny suits' causes them to re­
breathe the same toxins over and over again, greatly in­
creasing exposure levels. Although air is filtered for dust 
to protect the microchips, chemical fumes are not filtered 
out, and many of the illnesses-leukaemia, lymphomas, 
blood disorders-are known effects of the arsenic, ben­
zene, and trichloroethylene used in the manufacturing 
process6

• 

To answer this question, the pollution created by manufacture, delivery, use, and eventual disposal must be considered. 
E-books clearly need no trees to be cut down to produce paper-however, each e-book reader requires an estimated 33 
pounds of minerals (which must be mined) and 79 gallons of water to produce17

• Apple's official environmental report 
for the iPad 2lists the device's carbon footprint as 105 C02e 18

• 

E-books however, win on distribution- unlike paper books, multiple copies can be made of e­
books with no additional resources required, and instant electronic transfer reduces the need 
to ship books across the country or even drive to a bookshop. 

During use, modem e-book readers use extremely energy efficient displays, in some cases 
using less energy than a standard light bulb 18

• 

Other factors are harder to measure. One e-book reader will be used to read dozens or hun­
dreds of books, each of which saves the manufacture of a paper book. The life expectancy of 
electronic devices is significantly shorter than paper books however, and pollution caused by 
incorrect disposal of electronic devices is a significant environmental concern. 
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Electronic Waste 
Electronic waste, or e-waste, refers to old, broken, and 
obsolete computer and electronic equipment. E-waste 
includes monitors, keyboards, mice, printers, batteries, 
mobile phones, chargers, and other household electrical 
goods such as televisions and VHS players. In 2007, over 
2 million tonnes of e-waste were thrown away in the US, 
and less than 20% of it was recycled7

• 

Unsafe disposal 
Most electronic equipment contains numerous harmful 
substances including lead, arsenic, mercury, and cadmi­
um (see figure 11-13). These toxins are not harmful when 
the equipment is being used, but can contaminate the 
environment when the equipment is disposed of. In land­
fill sites, the actions of weather causes these toxins, in­
cluding highly dangerous heavy metals, to seep into the 
soil and groundwater, causing serious pollution prob­
lems. Despite this, over 82% of e-waste in the US ended 
up in landfills in 20077

• Other methods of e-waste dispos­
al, such as burning, also cause air pollution and ground 
pollution. 

Some users do send their obsolete equipment to specialist 
companies for safe recycling. However, safely recycling e­
waste is expensive, so some unscrupulous recycling firms 
illegally ship their e-waste overseas to developing coun­
tries, where it is broken down and 'recycled' in extremely 

Figure 11-10 Harmful effects of e-waste 
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Figure 11-11 Workers sorting discard computer components in 
Delhi. 

hazardous conditions, by workers with little or no protec­
tive equipment. In these countries, including China and 
Ghana, it is common for workers to soak or heat circuit 
boards in hydrochloric acid solutions to recover the small 
amounts of gold and silver contained in them, in the pro­
cess exposing themselves to highly toxic fumes. Other 
workers use hammers to break the glass in CRT monitors, 
inhaling toxin-laden dust in the process. Toner in leftover 
printer cartridges is carcinogenic if inhaled, yet many 
workers recover the remains of toner from old cartridges 
to create refill cartridges. In some countries the unofficial, 
unsafe recycling of e-waste has become a major business, 
bringing in thousands of dollars, but causing huge 
amounts of pollution and chronic health problems. 

The health impacts of e-waste go beyond e-waste 
workers-burning e-waste to melt plastics and 
recover the metal causes serious air pollution 
which affects whole areas, while toxin-filled ash 
contaminates the soil and groundwater. When 
equipment is dumped, toxins slowly leech into 
the soil and groundwater, poisoning drinking 
water and potentially causing serious long term 
effects. In many e-waste recycling areas, people 
of all ages are affected by these toxins, whether 
they work with e-waste or not (see Guiyu, page 
248). Figure 11-10 shows the harmful effects of e­
waste chemicals on the body. 

Sources of E-waste 

Brominated Flame Retardants (BFRs) 
Neurological development problems 

The majority of e-waste originates in more eco­
nomically developed countries (MEDCs), princi­
pally Europe and North America. In these coun­
tries the cost of recycling computer equipment is 
high-up to $30 per computer. In less economi­
cally developed countries (LEDCs) where most e 
-waste ends up, that cost can be as low as $1 per 
computer. However, there is growing awareness 

Skeletal development problems 
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Figure 11-12 The majority of e-waste exports originate in the US, Canada, and Europe. India, Pakistan, China, Ghana, and Nigeria are 
common destinations. 

of the e-waste problem in MEDCs, and various laws and agreements have been put in place to prevent its export (see 
page 250). However, despite now being illegal in many countries, e-waste exports still happen. One particular problem 
for users is finding trustworthy recycling companies-there have been several cases of companies charging users for safe 
recycling but then covertly shipping the material overseas. 

The speed of change 
E-waste has become a significant problem 
because of the speed of change within the 
IT industry. IT products often have very 
short life cycles- mobile phones, for exam­
ple, are replaced after 18 months on aver­
age8. This is exacerbated by the fact that 
manufacturers are constantly changing and 
upgrading their products, offering new 
models frequently. For example, between 
October 2001 and October 2010 there were 
25 different models of one popular music 
player released9

• Many of the earlier models 
are now considered obsolete, although they 
still perform very much the same task as 
the latest versions- playing music. 

Designing a device so that it will become 
out of date or will fail after a certain period 
of time is known as planned obsolescence. 

Figure 11-13 Toxins in a-waste 
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Case Study: Guiyu, China 
Guiyu entered the headlines in 2001 when the environmental campaign group Basel Action Network (BAN) investigat­
ed the processing of e-waste in the town19

• In Guiyu and the surrounding villages, 60,000 people work in 5,500 work­
shops, recycling e-waste in hazardous conditions20

• The e-waste recycling industry there is so large that different villag­
es have started to specialise in the recycling of certain components - with one village focusing on printers, another on 
processors or plastic cables, and so on. 

Much of the e-waste arrives in Guiyu from the US via Hong Kong, despite such exports and imports being illegal under 
US, Hong Kong, and Chinese law. In many cases, US consumers are unaware that the equipment they leave for recy­
cling will be shipped overseas and processed in this way. One of the biggest problems is that US electronic recycling 
companies are not regulated by the Environmental Protection Agency, so finding a reliable and responsible recycler is 
difficult. 

The health and environmental effects of Guiyu's recycling industry have been devastating. Since 2000 fresh water has 
been brought into the area by road every day because the local water sources contain unsafe levels of toxins. Rates of 
miscarriage are higher than average in Guiyu, while many children have dangerously elevated levels of lead in their 
blood21

• A recent study showed that Guiyu has one of the highest rates of cancer causing dioxins in the world22
• 

Despite these negative effects, the e-waste industry is flourishing in Guiyu, generating $75 million per year, bringing in 
90% of local tax revenue, and making people reluctant to intervene. With a million tonnes of e-waste being exported to 
Guiyu each year, and with the developing Chinese economy generating increasing amounts of its own e-waste, huge 
investments in infrastructure, education, and enforcement will be needed before the situation in Guiyu can be changed. 

The Three Rs 
The 'three Rs'- Reduce, Reuse (or refurbish) and Recycle 
refer to various solutions designed to reduce the environ­
mental impact of waste. Each 'R' refers to a solution at a 
specific point in a product's life cycle: 

Reduce the amount of raw materials and energy used in 
the production of the product, and reduce toxins or com­
pletely replace them with less harmful substances. 

Reuse or refurbish computer equipment, or donate it to 
those who could still make effective use of it, such as local 
schools, disadvantaged people in the local community or 
users in developing countries. In this way it can be used 
to help reduce the digital divide. However, adequate 
steps still need to be taken to ensure the donated equip­
ment will be safely recycled once it eventually reaches its 
end of life. 'Reuse' can also refer to the act of upgrading a 
computer rather than replacing it - for example, adding 
another hard disk or more RAM instead of buying a new 
model. 

Recycling e-waste is another option, using specialist 
equipment to extract valuable materials including glass, 
gold, silver, and platinum. The danger with e-waste is 
that waste is often 'recycled' overseas in very dangerous 
conditions, causing health problems for the recyclers and 
large scale environmental impact as well. However, be­
cause it contains small amounts of so many different sub-

Figure 11-14 Child breaking down e-waste to extract metals, 
Ghana. 

stances, the safe recycling of e-waste requires quite ad­
vanced techniques and is quite expensive, making it 
probably the least desirable of the three 'Rs'. 



Reducing E-Waste 
Some equipment manufacturers operate take-back 
schemes, accepting equipment back from customers for 
recycling when they have finished with it, and perhaps 
offering discounts on new hardware. A few manufactur­
ers even accept old hardware from other manufacturers. 
Take back schemes are required in Europe under the 
WEEE Directive (see page 250). Manufacturers either 
reuse the returned components, refurbish the equipment 
if it is still relatively modern, or recycle it to use the raw 
materials in new products. 

Customers can have a positive impact on the e-waste 
problem by only buying equipment from manufacturers 
who have environmentally friendly policies. The ability 
of customers to 'vote with their wallet' can be a powerful 
influence on manufacturers to reduce the amount of 
harmful substances they use. Campaign groups and pres­
sure groups such as Greenpeace and the Basel Action 
Network (BAN) work to regularly publish reports on the 
e-waste situation: BAN traces exports of e-waste from 
source countries, exposing recyclers who illegally ship 
their equipment overseas, while Greenpeace regularly 
publishes a list of environmental ratings for top IT com­
panies to raise customer awareness. 

Computer donation schemes, where computers which 
are functional but no longer required are donated to char­
ities, are one solution for reducing the immediate prob­
lem of e-waste. World Computer Exchange, Computer 
Aid International, and Computers for Schools Kenya, are 
three examples of organisations performing this type of 
work. Donated computers and peripheral devices are 
used for a large range of functions, both in the country of 
donation and overseas. School classrooms, public librar­
ies, and youth clubs are common recipients. In develop­
ing countries, donated computers have been used to im-

Figure 11-15 Children in Delhi extract copper from old comput­
er parts. 

Did You Know? 
Before donating old equipment to charities, users 
should ensure all personal data is fully erased. Deleting 
data, empty the recycle bin or trash can, and formatting 
the hard disk are not sufficient. Page 35 contains details 
on fully erasing data. 

prove medical care in rural areas through the use of tele­
medicine, raise awareness of diseases such as malaria and 
HIV, and help farmers improve their output and access 
new markets. The isolation of many rural areas in devel­
oping countries sees some unique solutions for bringing 
IT access, including portable computer classrooms inside 
freight containers, equipped with solar panels on the roof 
to provide power. At the end of a lesson these classrooms 
and be packed up, loaded onto the back of a lorry, and 
shipped to the next location for another class. Page 251 

describes examples of computer donation schemes in 
developing countries. 

In most cases computer donation charities do not simply 
send computers to a location and abandon them. To make 
the most of their potential, much planning and prepara­
tion work must completed. Physical installation of com­
puters, software installation, physically securing premis­
es against theft, and training of teachers and users all 
need to be considered. Where Internet connections are 
used, appropriate security software needs to be installed 
and configured, and users educated about safe browsing 
habits. 

Eventually, even donated computers become obsolete, so 
many donation schemes also provide safe recycling facili­
ties at the end of life. 

Unfortunately a common problem faced by donation 
schemes is companies and individuals who attempt to 
use them to 'donate' very old or non-functional equip­
ment in an attempt to avoid their responsibility for recy­
cling it. 

,------------------------------------------------~ ! Common Mistake l 
I For some items, such as paper, glass, and metal, recy- ! 
' cling is relatively straightforward. However, recycling : 

I 

e-waste is difficult. E-waste contains a wide variety of : 
valuable materials, but in very small quantities. The I 
energy and skill required to extract these small 
amounts of material often means safe recycling is not 

: economically viable. For this reason, recycling should 
I be considered as a last resort, after options to reduce 
! and reuse equipment have been tried. 

'~------------------------------------------------; 
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E-Waste legislation 
The Waste Electrical and Electronic Equipment Di­
rective (WEEE) was passed by the European Community 
in 2003, although it took until 2007 to become law in the 
UK. WEEE requires the manufacturers of electronic 
equipment to accept waste equipment from users for re­
cycling. WEEE prohibits these manufacturers from charg­
ing users to return their equipment, and requires the 
manufacturers to either safely recycle or reuse materials. 

The Restriction of Hazardous Substances Directive 
(RoHS) became European law in 2006. RoHS restricts the 
amount of toxic substances that can be used in electronic 
equipment. It applies to the use of lead, mercury, cadmi­
um, hexavalent chromium, and the brominated flame 
retardants Polybrominated biphenyls (PBB) and Polybro­
minated diphenyl ether (PBDE), all of which are very 
harmful to human health (see figure 11-10). 

The Basel Convention is a treaty designed to stop the 
movement of toxic waste (including e-waste) between 
countries - in particular, to stop the practice of MEDCs 
sending their waste to LEDCs for dumping or unsafe 
recycling. The convention was signed in 1992 and has 
been signed and ratified by many countries-the most 
notable exception being the United States. 

In the US, e-waste regulation varies by state. California 
passed the Electronic Waste Recycling Act in 2003 which 
has similar restrictions to the RoHS. The act also requires 
stores to collect a recycling fee from customers, which is 
passed onto the government and used to pay for centres 
which offer free electronics recycling. 

Figure 11-16 Piles of old computer equipment awaiting disposal 
(top). Printers being collected for refurbishing and recycling 
(bottom). 

Exercise 11-2 
Make a table listing the electronic equipment you own or have owned. Remember to consider not only computers, but 
also printers, MP3 players, games consoles, and other electronic devices. To make it easier, consider only items that 
you own personally, not family items. For each item, list the manufacturer, item age, and the way it was disposed of. 
What does this tell ou about our contribution to thee-waste rob I em, and how it mi ht continue in the future? 

Exercise 11-3 

Electronic waste, or e-waste, is an increasing problem as more and more computers are discarded each 
year. In some countries e-waste has spurned large industries but also caused great health problems. 

(a) (i) Define the term operating system. 

(ii) Describe two health problems caused by discarded electronic equipment. 

(b) Explain two concerns that users might have about donating their old IT equipment for reuse. 

(c) Evaluate the potential solutions to the problem of e-waste. 

[2 marks] 

[4 marks] 

[6 marks] 

[8 marks] 



E-waste, Computer Donations, and the Digital Divide 

Equipping libraries with ICT in Eritrea 
It is difficult to overstate the importance of libraries in 
places where educational resources are a scarce commodi­
ty. Libraries provide an invaluable service to people for 
whom books are considerably beyond their means. The 
British Council Eritrea has equipped every school and 
public library in the country with IT equipment provided 
by Computer Aid. Not only has this dramatically im­
proved the administrative processes, it has created a 
means through which digital content can be distributed 
via CD-ROMs and the Internet. A local Internet Service 
Provider has also provided free Internet connectivity to 
participating institutions, allowing users unprecedented 
access to a wealth of free information. 

Environment ----:. 

Figure 11-17 A mobile computer classroom with Internet ac­
Through the information dissemination channels created cess, housed in a cargo container. 

by the British Council, ICTs have significantly broadened 
the range of content publicly available at libraries. This is revolutionising library use in Eritrea. Libraries are now per­
ceived as resource centres for locally-relevant information, which has lead to a steady rise in the number of people visit­
ing them. Once the domain of students and academics, libraries are now thriving community centres of information for 
nurses, development practitioners, farmers and agricultural extension workers. The widespread implementation of ICT 
in Eritrea's libraries is creating an enduring beneficial effect on local economies and local communities. 

Telemedicine Laptops Saves Lives 
Computer Aid International has been providing laptops to rural doctors to aid in the diagnosis of life-threatening ill­
nesses in some of the most remote parts of Africa. 

Rural health workers are using these donated laptops to email x-ray images, medical notes and digital photographs of 
• critically ill patients for expert clinical diagnostic support from experienced professional clinicians hundreds of miles 
away, therefore bringing healthcare to the most remote people. This project is one of the most compelling examples of 
the life-saving importance of IT to the rural poor in developing countries. 

In Sub-Saharan Africa there is an average of just 12 doctors per 100,000 people- compared to the European Average of 
340 for the same number of people. Few qualify due to the high cost of education and many qualified health profession­
als are tempted overseas where they can command far higher salaries compounding the 'brain drain' suffered by many 
developing countries. 

The African Medical Research and Education Foundation, is putting Computer Aid International PCs, together with 
scanners and digital cameras, into rural health clinics in some of the most isolated communities in Africa. From there, 
nurses and newly qualified doctors can email pictures via the Internet to clinical specialists for instant expert diagnosis. 
By this mechanism people living in rural areas can have access to the best clinical diagnosis available and medical con­
ditions can be treated promptly and accurately with life-saving consequences. 

This is a dramatic low-cost, high-impact example of the way in which PCs donated in the UK are serving on the front­
line against Africa's biggest killers: HIV/AIDS, respiratory disease, malaria and water-borne infections. 

Case Studies text originally published by Computer Aid International. Used with permission. 
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sampling 
satellite imaging 
satellite navigation system 
sensors 
sonar 
speed throttling 
take-back scheme 
virtual globe 
virtual machines 
virtualisa tion 
visualisation 
WEEE 

Investigate the environmental policies of four of the manufacturers you have mentioned in exercise 11-2 on page 250. 
What steps, if any, do they take to help reduce the problem of e-waste? Do they take any other steps to help the envi­
ronment? Use both the manufacturer's web sites and the Greenpeace site (www.greenpeace.org/international/ 
campaigns/toxics/electronics/) to help you. 

Exercise 11-5 
Research news articles about satellite and street level mapping systems. What have the mapping companies done to 
address the concerns mentioned above? Evaluate possible solutions to these concerns. [8 marks] 

Exercise 11-6 
E-waste is a growing problem as countries around the world throw away more and more obsolete elec­
tronic equipment. 

(a) (i) Identify two chemicals found in e-waste. 

(ii) Describe two ways a user can ensure all data is erased from a donated computer system. 

(b) Explain two possible solutions to the problem of e-waste. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) Discuss the responsibility each stakeholder has to help solve the problem of e-waste. Evaluate your [8 marks] 
arguments. 

Exercise 11-7 
Satellite imaging and remote sensing are commonly used to observe the earth and other planets. 

(a) (i) Define the term remote sensing. [2 marks] 

(ii) Describe one benefit and one disadvantage of remote sensing methods compared to regular photo- [4 marks] 
graphs. 

(b) Explain two concerns that users might have about donating their old IT equipment for reuse. [6 marks] 

(c) Security and privacy concerns have been raised about online mapping systems and virtual globes. To [8 marks] 
what extent do the benefits of these systems outweigh the concerns? 
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Chapter 12 

Diagnostic and Therapeutic 
Tools 
Telemedicine 
Telemedicine systems (sometimes called telehealth) al­
low medical consultations to take place when the doctor 
and patient are in separate physical locations. A common 
example is a doctor-patient consultation conducted using 
video conferencing equipment, with the doctor examin­
ing the patient using a video feed. In other cases, a doctor 
might send patient details such as x-ray or scan results to 
another, remotely located, doctor for a second opinion or 
expert analysis. Telemedicine systems are also used to 
remotely monitor the conditions of patients, for example 
those who have been sent home from hospital (see page 
257). 

Networking technologies play a key role in telemedicine. 
Often public networks such as the Internet are used (with 
appropriate security precautions such as VPNs), but 
voice, video, or SMS data sent via mobile phone networks 
can also be used. 

Store-and-forward telemedicine systems such as email 
are used when real-time communication is not essential -
such as when test results are sent for diagnosis or closer 
inspection. Data is collected at the patient end of the link 
(either by the patient themselves or by their doctor), dig­
itised, and then sent to a remote doctor. Results might be 
sent back to the patient at a later date, discussed during a 
consultation, or the patient may only be alerted if some­
thing is amiss. 

Real time technologies like video conferencing are used 
when face-to-face communication is needed. A common 

The Future Now: Remote Surgery 
Although it was not the first ever use of telesurgery, the 
2001 Lindbergh Operation was a milestone in surgery. A 
doctor in New York performed a 45 minute operation to 
remove the gallbladder of a patient located 6,000 kilome­
tres away in Strasbourg, France 1• 

A high speed fibre optic link was used to keep the lag 
between the doctor's input and the robot's response to 
less than 200 milliseconds, while a team of doctors were • 
standing by in Stras~ourg in case any problems arose. 

example of this is doctor-patient consultations. Real time 
audio allows the patient to answer the doctor's questions 
immediately, and reduces the chances of misunderstand­
ings that might occur with text messaging or chat sys­
tems. A video feed lets the doctor view any symptoms 
first hand, giving a better understanding of them than if 
the patient were merely to describe them. 

In the future, telemedicine systems may advance to the 
point where telesurgery- operating on a remote patient­
is possible. Systems such as the Da Vinci surgical system 
(see page 262) already allow a doctor to operate on a pa­
tient using a set of guided robotic arms; a future develop­
ment of this system could see the doctor's inputs being 
sent over a network to a remote set of robotic arms which 
would operate on the patient. Of course, such telesurgery 
systems could help a lot of people but would also raise 
several significant social and ethical issues. 

Benefits 
Telemedicine is particularly useful for patients in remote 
areas where transportation to a hospital may be difficult, 
expensive, or slow. This includes remote settlements and 

Figure 12-1 Medical scans such as x-rays and MRis can be sent to remote doctors for analysis ... 



Figure 12-2 Doctors in Mosul, Iraq, examine medical images 
online with colleagues in Texas. 

situations where access to a doctor is impossible, such as 
on a ship in the middle of an ocean, soldiers on a battle­
field, and even astronauts in space. Telemedicine also 
allows patients to access expertise that their local doctors 
may not have, such as in the treatment of rare conditions 
or those requiring very specialised treatment. 

Another advantage is that patients can receive medical 
advice from their own home, which may be more com­
fortable for them and may help hospitals by freeing up 
beds. 

Disadvantages 
Security, of course, is always a concern when sending 
sensitive data such as medical details over a network. 
Appropriate security techniques such as TLS encryption 
or the use of VPNs are needed. Security is also a concern 
for the stored data on the remote systems, as unauthor­
ised access could result in patients' privacy being 
breached. 

For real time applications, the reliability of communica­
tion networks is critical: there must be minimal network 
lag to ensure smooth and uninterrupted communication, 
and sufficient bandwidth to allow images or video with 
sufficient resolution to properly view the patient's symp­
toms. These conditions may be difficult to achieve in re­
mote areas which lack access to inexpensive high band-

Project Gerhome 

Health 

width connections, and may have to rely on more expen­
sive satellite links. 

Telemedicine also raises legal issues, as doctors operating 
in one location may not be legally licensed to work in 
other states or countries. 

Remote Patient Monitoring 
A remote patient monitoring system is a form of tete­
medicine which allows patients to return home yet still be 
closely monitored by medical staff. In some cases patients 
take samples, such as blood sugar readings, themselves at 
fixed intervals and send the data to the hospital over the 
Internet. A diabetic, for example, could do this and up­
load the results to an online system to allow doctors to 
monitor their readings. 

Other systems, which continuously and automatically 
monitor patients, are useful for more serious conditions, 
or for diagnosis of problems with infrequent symptoms. 
These systems use an array of wearable sensors attached 
to the patient to collect data and relay it to hospital com­
puter systems, a form of data logging (see page 238). Sen­
sors can even be embedded into clothes (sometimes 
called smart clothes), or into buildings themselves, with 
data being relayed to a nearby device such as a watch or 
portable computer, then uploaded. These systems im­
prove the patient's comfort and mobility by freeing them 
from wired sensors, and also reduce reliability problems 
caused by sensors falling out of place. 

Remote monitoring is useful when a patient's symptoms 
occur very infrequently, as they can return to their nor­
mal lives rather than spending many days in hospital, yet 
be sure that critical medical data will be captured. 

Elderly patients, especially those who live alone, can also 
benefit from remote monitoring, with systems being con­
figured to alert authorities if certain medical problems are 
detected, or if movement is not detected for a certain 
amount of time. Some domestic carer robots such as Pearl 
and BEAR are programmed to do exactly this (see chap­
ter 16). 

Project Gerhome is a French construction project with the goal of improving the quality of life and independence of 
elderly patients by equipping their homes with medical monitoring systems connected directly to hospital based doc­
tors. Houses are fitted with an array of sensors to measure temperature, movement, and sound, as well as water con­
sumption and access to the refrigerator. There is even a video camera to let nurses instantly view the patient. An abnor­
mality in any of these readings-such as a consistently high temperature and no water consumption-can trigger an 
alert in the monitoring system, notifying doctors or sending a text message to family or friends, asking them to check on 
the patienf. 
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Electronic Medical Records 
Electronic Medical Records (EMR) or Electronic Health 
Records (EHR) store patient data in a computerised data­
base which can be accessed by the medical staff treating 
them. Data stored includes necessary personal details 
such as contact details for next of kin, as well as medical 
histories, conditions, vaccination records, test results and 
current treatments. In the United States EMR systems are 
also commonly used to generate billing information for 
patients and insurers. 

EMR systems help make a full medical history immedi­
ately accessible to doctors, even if, for example, the pa­
tient is unconscious and unable to provide medical de­
tails. In contrast, doctors may be unable to access a pa­
tient's paper records for some time if they are stored at a 
different surgery or hospital. EMR systems often allow 
access to records from handheld devices such as PDAs, 
allowing doctors to read and update records directly 
from the patient's bedside. Others include web based 
interfaces, allowing access from any Internet connected 
device (with appropriate authentication controls). 

There are three general approaches to storing electronic 
health records. Traditional systems store medical records 
in a centralised database, housed and maintained by a 
hospital or healthcare provider. Medical staff have access 
to individual patient records based on their role and their 
need to access data. 

Personal Health Records (PHR) are slightly different, in 
that the medical data is provided and managed by the 
patient themselves, not a hospital or other healthcare 
provider. These records might be stored in a cloud based 
system or on the patient's own computer. During treat-

Health Vault 
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Figure 12-3 Personal Health Record systems allow patients to 
grant doctors access to their data on a case by case basis 

Figure 12-4 A monitoring device which measures blood oxygen 
levels and pulse rate. 

ment the patient provides doctors access to the PHR as 
needed-either online or by printing out records. Some 
patients feel that PHR systems give them more control 
and ownership over their data than EMR systems, ad­
dressing privacy and security concerns. Microsoft Health­
Vault (figure 12-3) and the now discontinued Coogle 
Health are examples of PHR systems which allow pa­
tients to store their data in a cloud based system. 

A final approach is for a patient to carry portable health 
records in the form of a smart card or similar storage de­
vice. This can be presented by the patient during treat­
ment, and typically lacks the ability for the doctor to re­
motely access records-which may be an advantage or a 
disadvantage, depending on the patient's privacy con­
cerns. For security purposes, data on the smart cards is 
encrypted, and only able to be decrypted by authorised 
card readers used at hospitals. 

Benefits 
Computerised records enjoy a number of advantages 
over paper based systems, and in healthcare this trans­
lates into increased efficiency and reduced costs. Elec­
tronic records consume minimal space, can be accessed 
by multiple people simultaneously, and can be trans­
ferred and retrieved almost instantly from location to 
location. This has significant health benefits for a patient 
in emergencies, particularly if they are unconscious or 
unable to speak. 

If proper data backup techniques are used, electronic 
records should also be much harder to lose than paper 
records. This also helps reduce the problem of duplicate 
medical records, which leads to data integrity problems 
that can compromise patient health and cause billing 
problems. A study at one New York hospital found that 
incorrect medical records caused 70% of the billing errors 
experienced, costing up to $1 million each week3

• 



However, as with any database containing per­
sonal information, privacy, security, and data 
integrity are serious concerns. A careful balance 
between accessibility and privacy needs to be 
achieved: medical records must be accessible 
when needed by a patient's doctors-including 
in a potential emergency-yet access must be 
denied to other medical staff and to all other 
unauthorised users. 

Laws such as the UK Data Protection Act (see 
page 161) and the US Health Insurance Porta­
bility and Accountability Act (HIP AA) address 
the issue of data privacy. HIP AA, for example, 
provides criminal penalties for companies who 
breach data protection rules, and requires health 
care providers to notify patients of any data se­
curity breach. 

Technical privacy and security measures are also 
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Figure 12·5 OpenEMR system showing patient health and billing data 
billing information, not medical data. These ac­
cess levels need to be supported by strong au­
thentication systems to control access (see chapter 5). 

To alleviate privacy concerns, healthcare providers may 
use an opt-in approach, requiring patients to specifically 
consent to the inclusion of their data in their EMR sys­
tems-though this can reduce the effectiveness of the 
system. Other providers may include patient data unless 
they specifically opt-out of the system. 

Maintaining security in such systems is also difficult. 
Centralised databases mean security can also be central­
ised, reducing problems with individual doctors or hospi­
tals failing to implement good security practices. Howev­
er, such systems, with the large amounts of personal, 
medical, and financial data they contain, make them 
tempting targets for hackers who know that no comput­
erised system is 100% secure. 

Standards for Electronic Data Interchange (EDI) are also 
an important consideration for EMR systems. Patient 
records can only be easily transferred between hospitals 
or doctors if a common standard is used for the represen-

tation of the data. If this is not the case, the information 
may be completely or partially inaccessible or, perhaps 
worse, may lead to data integrity problems. Several AN­
SI, ISO, and open standards currently exist for health 
data. 

E-prescriptions 
EMR systems are often linked to electronic prescription 
(e-prescription) systems to automatically generate pre­
scriptions and send them to pharmacies. This benefits 
patients by helping have their drugs available when they 
arrive at a pharmacy, cuts down paperwork, and can 
prevent pharmacists making potentially life-threatening 
errors made when reading hand written prescriptions. 
More advanced e-prescription systems link to medical 
expert systems, which can suggest alternative cheaper 
drugs or alert pharmacists to any complications or inter­
actions between drugs a patient is taking. Simple but 
dangerous errors such as incorrect dosages are also de­
tected in this way. E-prescriptions also reduce prescrip­
tion fraud by ensuring prescriptions come from a genuine 
medical practitioner. 
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Medical expert systems 
Expert systems (see page 335), sometimes called Clinical 
Decision Support Systems, have been used to support 
medical decision making since the early 1970s. Even 
within the medical domain, expert systems often special­
ise in one particular area of knowledge, such as the diag­
nosis of abdominal pain or eye problems. Many modern 
clinical support systems can be integrated into electronic 
medical record systems, allowing suggestions and warn­
ings to be automatically generated by the computer based 
on a patient's treatment and medical history. Clinical 
expert systems have been shown in multiple studies to 
improve both the quality of care delivered by medical 
staff and patient outcomes4

• 

As with any expert system, when a knowledge engineer 
takes medical data and creates a knowledge base and 
rules, errors may result. In a medical system, these errors 
could have serious, even fatal consequences. Data integri­
ty is therefore critical. Incorrect results may be generated 
if incorrect data is provided to the system, if data is miss­
ing, or if the algorithms used to process the data are in­
correct. In a medical context, biological systems are typi­
cally so complex that the influence of factors such as pre­
vious medical conditions and genetic dispositions may 
not be well understood. This too has ramifications for the 
accuracy of the system. 

User interfaces also need to be clear, presenting easy to 
understand, unambiguous recommendations and error 
messages. Although not an expert system, it is worth re­
membering that poor error messages were a significant 
contributing factor in the Therac-25 accidents (see page 
63). Page 335 discusses expert systems in more detail. 

Virtual Reality therapy 
Virtual reality systems have been developed to improve 
the treatment of Post-Traumatic Stress Disorder (PTSD) 
and certain phobias. The systems work by recreating vir­
tual copies of the places or events which cause patients 
distress. Patients are gradually exposed to the virtual 
environments, helping them to come to terms with their 
situations and their fears. 

One application for this technology has been in the treat­
ment of PTSD in Iraq war veterans. The Virtual Iraq sys­
tem developed by the University of Southern California 
can recreate virtually any situation soldiers may have 

Try It Online 
Visit www.itgstextbook.com for examples of online 
medical expert systems. 

-

Figure 12-6 A soldier undertakes a demonstration of the Virtual 
Iraq therapy program at Walter Reed Army Medical Center 
(top). A soldier demonstrates a myoelectric prosthetic arm 

(bottom). 

encountered in combat, including road side bombs, am­
bushes, friendly casualties, and enemy fighters. The sys­
tem uses a virtual reality headset to provide an immer­
sive 3D environment and features realistic sound effects 
to heighten the realism. Patients use the system in the 
company of a trained psychologist who can guide them 
through the system in addition to traditional treatment 
techniques like discussions5

• 

In another case, a virtual reality recreation of the London 
Underground was used to treat people suffering from 
paranoia and claustrophobia6

• 



Prosthetic devices 
One of the most exciting recent developments in pros­
thetics has been the development of 'robotic' limbs which 
offer the wearer much more control and mobility than 
traditional plastic prosthetics. One such example, a robot­
ic prosthetic arm called the 'Luke Arm', was developed 
by inventor Dean Kamen and his DEKA company in re­
sponse to the need to provide better prosthetic arms for 
US veterans returning from the war in Iraq. The arm's 
innovations include rotating with 14 degrees of freedom, 
allowing the wearer much finer control. It is also ergo­
nomically designed, constructed of lightweight compo­
nents, and attaches to the wearer using special pads 
which tighten their grip when the arm is under load, and 
reduce the pressure when the arm is not being used­
reducing the pain which can be caused by wearing tradi­
tional prosthetics devices, while still being able to lift 
greater weights7

• 

The Luke Arm is controlled via pressure sensors in the 
wearer's shoe, which they operate with different parts of 
their feet and their toes. Other prosthetic limbs under 
development use myoelectric systems-registering the 
electrical signals in the wearer's muscles and moving the 
arm appropriately. Some robotic researchers are even 
investigating neural control-operating the arm by 
attaching sensors to the nerves in the user's shoulder, 
allowing them to control the arm simply by thinking 
about it8

• 

To provide feedback-and avoid damage to objects being 
grasped-these arms have pads which vibrate with 
different intensities depending on how strongly an object 
is being gripped. In the case of the Luke Arm, this feed­
back is precise enough to allow the wearer to pick up a 
soft object such as a grape without causing damage to it. 

The challenge for developers of these systems is now to 
reduce the costs enough to make them widely available . 

. 

Exercise 12-1 

Health 

Figure 12-7 Tools such as the Cyberknife allow radiotherapy to 
be targeted much more accurately than traditional methods. 

Robotic Surgery Tools 
Despite their name, robotic tools are not autonomous 
decision making tools, instead requiring significant input 
from an operator. Two of the most famous examples of 
these tools are the Da Vinci Surgical System (see page 
262), and the Cyberknife radiotherapy machine for treat­
ing cancer. These tools allow treatment to be targeted 
much more accurately than with traditional methods, 
increasing its effectiveness, reducing damage to healthy 
tissue, and if the cancer is close to vital organs, perhaps 
allowing therapy which would otherwise be impossible. 
Less invasive treatment also reduces the chances of post­
surgery infection, leading to quicker recovery times for 
patients and shorter hospital stays-which benefits both 
patients and hospitals. 

However, there have also been criticisms of these sys­
tems, especially their cost and the claimed benefits (see 
page 262). 

Some clinical expert systems can make predictions about the survival chances of a patient in intensive care. How do 
you think these predictions could be used? Do you think this is an appropriate use of technology? Explain your an-
swer. [6 marks] 

Exercise 12-2 
Modern clinical expert systems often make specific recommendations to medical staff, rather than simply present facts 
or possible diagnoses. Discuss who would be responsible if a doctor followed such a recommendation, which resulted 
in the death of a patient. Does the type of error make a difference? [8 marks] 

Exercise 12-3 
Explain four issues a doctor must confront when deciding to use a medical expert system for diagnosis. [8 marks] 
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Patient Simulators 
Traditional medical training tools have often being lim­
ited to plastic mannequins with limited functionality. 
These are useful for practising CPR and other basic first 
aid techniques, but are of limited use for more advanced 
procedures. 

specific situations-there are, for example, models that 
simulate babies and young children, and even 'pregnant' 
versions to help train midwives in delivery techniques. 

More modern patient simulators feature computerised 
systems which mimic functions of the human body. The 
more advanced models feature variable cardiac output, 
working lungs and airways, reactive pupils, and blood 
pressure systems. Some are even capable of reacting to 
drug injections, including the specific doses adminis­
tered. Different models of simulator can be tailored to 

These simulators greatly improve the realism of medical 
training, enabling doctors to see realistic responses to 
their actions in a safe environment with no risk to real 
patients. Doctors skills can also be assessed, with the sim­
ulator automatically recording factors such as the actions 
taken, and how well they were applied (for example, 
whether the correct amount of pressure was applied to 
the chest during CPR). Of course, as with all simulators, 
the results never match real life completely (see page 
180). 

Case Study: Da Vinci surgeon 
TheDa Vinci Surgical System is probably the most widely known surgical 'robot'. A surgeon sits at a control console 
while the 'cart' containing the robotic arms is placed over the patient. The arms are fixed with surgical tools. Another 
arm contains a pair of cameras which provides the surgeon with a three dimensional image of the surgery area. 

The surgeon initiates the Da Vinci system by placing his head in the control panel. For safety reasons, the robot only 
works if the surgeon's head is in the control panel. Three dimensional images from the camera arm are relayed to the 
surgeon's screen. The surgeon uses two controllers, which can be moved in three dimensions, to control the robotic 
arms. Because the controllers used by the surgeon are much larger and have much more freedom of movement than the 
arms inside the patient, the Da Vinci system processes all in­
puts from the doctor. First, the doctor's movements are scaled 
down, making them smaller to suit the size of the robot arms. 
Secondly, the system filters out any tiny vibrations in the input, 
smoothing out the surgeon's gestures. Finally, the system 
checks to ensure the movement will not cause the surgical in­
struments to enter a 'disallowed' area of the patient's body (the 
surgeon sets up 'allowed' and 'disallowed' areas of the body 
before commencing surgery to prevent inadvertently operating 
on other, healthy parts of the body). 

Although not autonomous, Da Vinci assists surgeons in anum­
ber of ways. A significant benefit is that its robotic arms are 
much smaller than a human arm, meaning smaller incisions are 
needed, which reduces patient pain and helps speed recovery. 

Criticisms of the systems include their cost and the training 
given to surgeons. While patient recovery time and complica­
tions should be reduced, one study found the opposite: alt­
hough there was a significant reduction in hospital stays, pa­
tients were between 30% and 40% more likely to suffer long 
term side effects compared to traditional surgery9

• The re­
searchers attributed this to lack of skill with the system, with 
surgeons able to use it after only two days of training, and able 
to supervise other surgeons in its use after only 20 operations. 
The researchers also noted that surgeons felt pressured to use 
the machine as patients believed it to be better than traditional 
methods. 

-
Figure 12-8 Patient-side part of the Da Vinci surgical sys­
tem. The surgeon operates the robotic arms from a sepa­
rate console (not shown). 



Figure 12-9 Patient simulators with systems which react like the human body improve the realism of medical training. Male, female, and 
Infant versions allow doctors to practice specialised treatments. 

Medical Advice 
Mobile phones for health education 
In areas where healthcare and formal education establish­
ments are lacking, problems caused by the lack of basic 
health education are often widespread. Lack of access to 
television or the Internet can limits attempts to educate 
people through these mediums, and poor literacy rates or 
a wide range of spoken languages can compound these 
problems. However, mobile phones are often relatively 
common even in poor rural areas, and many health pro­
jects have started to take advantage of these to raise 
awareness of health issues. Besides their ubiquity, mobile 
phones have the advantage of allowing large numbers of 
messages to be sent at low cost, and make it easy to cus­
tomise messages to take into account different languages. 
Projects can also easily set up free numbers for users to 
text or call, encouraging two-way communication. 

For stigmatic issues such as HIVIAIDS awareness and 
testing, mobile phones may offer enough anonymity to 
encourage people to get help which they would be em­
barrassed to seek in a doctor's surgery. Young people in 
particular often have mobile phones, and are also the 
frequent target demographic of health awareness cam­
paigns. Text messages and mobile phone games are 
therefore an ideal, even fun, way to reach these people. 

One of the more successful uses of mobile phones in 
healthcare is Project Masiluleke, a HIV I AIDS awareness 
campaign in South Africa-a country where there are 
around 43 million mobile phones for a population of 49 
million people. This makes them an ideal platform for 
promoting healthcare issues. The project mass-messages 
users about HIV prevention, and encourages HIV testing. 
Messages are sent in a variety of South Africa's 11 official 
languages, enabling them to reach a wide range of citi-

zens. After its initial campaign of over one million text 
messages per day, Project Masiluleke saw an increase of 
300% in people calling HIV testing centres. Once a testing 
appointment is made, the project also provides remind­
ers, encouraging the patient to attend10

• 

The Text To Change project in Uganda uses a similar 
approach. The project sends short quiz questions to mo­
bile phone users to help raise HIV I AIDS awareness; us­
ers reply with their answer and are told whether or not 
they are correct. To encourage people to participate, all 
text messages sent are free, and top scoring players get a 
chance to win mobile phone credit and other prizes 11

• 

In India, the Freedom HIV I AIDS project has used four 
mobile phone games to tackle HIV and AIDS. The games 
use familiar themes such as cricket to spread their mes­
sage of prevention and awareness. The project has count­
ed over 10.3 million game downloads, many from rural 
areas - which often lack access to more traditional forms 
of media. The initial project was so successful that in 2006 
it expanded into East Africa with two new games in Eng­
lish and Kiswahili, and has developed CD-ROMs and 
computer games for distribution to NGOs and schools 
across India 12

• 

Save the Children and UNICEF took a different ap­
proach to HIV I AIDS awareness in Georgia. A 20 minute 
video was produced featuring well known actors discuss­
ing and highlighting health issues and HIV prevention 
techniques. The video was converted to a format suitable 
for mobile phones and was sent to young people, in the 
hope that they would pass it among each other-a form 
of viral marketing13

• 
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Online Medical advice 
Web sites are another effective way of distributing 
healthcare messages and promoting awareness of issues. 
Diagnosis sites, operated either by governments or indi­
vidual clinics, range from simple pages with information 
about common illnesses to interactive sites which allow a 
user to input multiple symptoms and their severity­
similar in some ways to a medical expert system. There 
are often telemedicine-style options to send questions via 
email or even live chat with a medical professional. The 
New York City Department of Health and Mental Hy­
giene has even used Facebook pages and applications to 
promote condom use and battle HIV among its popula­
tion 14

, while in Barcelona, doctors have used Second Life 
to provide anonymous information on sexual health and 
drug abuse to teenagers 15

• 

In Europe, the President of the European Men's Health 
Forum suggested that Facebook and mobile phones 
should be used to provide health advice to men, who 
often neglect to visit doctors and ignore signs of poten­
tially life threatening cancer. 

Medical advice sites extend patient care beyond diagno­
sis and treatment, by providing assistance and preventa­
tive advice to patients and their carers. Such sites exist for 
many topics, including heart disease, contraception, self­
examinations for cancer, dental care, and pregnancy ad­
vice. These sites are also useful forums for publishing 
information about public health scares, such as the recent 
bird flu (HSNl) and swine flu (HlNl) outbreaks in the 
late 2000s. Along with health news updates and answers 
to frequently asked questions (FAQs), these techniques 
help reduce the amount of time doctors and telephone 
helplines spend dealing with common questions and mi­
nor problems. Indeed, during the 2010 swine flu out­
break, UK residents were advised to stay at home and 

Driven to Distraction? 

Figure 12-10 Text messages as sent out by Project Masiluleke 

monitor advice given online, rather than visit their doc­
tor's surgery and risk spreading the illness. 

Support group sites are another form of online health 
advice. They are particularly useful when hospitals, doc­
tors, or clinics do not offer their own support groups, or 
when even locally based groups are inaccessible because 
patients or carers are housebound. Forums and chat 
rooms-both of which can be relatively anonymous­
help put patients and their carers in touch with others 
living with the same conditions. Groups exist for many 
conditions including cancer, Alzheimer's disease, drug 
and alcohol addiction, spousal abuse, and eating disor­
ders. 

One health risk which is widely agreed upon is the danger of using mobile phones-particularly text messaging-while 
driving. Tests in a driving simulator at the Transport Research Laboratory in the UK found using a mobile phone while 
driving-even if using a hands free device-increased the driver's reaction times by 17%16

• This figure was as high as 
50% when using text messaging-slower even than a drunk driver. The risk is not only from mobile phones, however. 
Experiments with other distractions, including checking email, selecting music on a portable music player, and pro­
gramming a satellite navigation system found reaction times increasing by up to 56%. 

With driver distraction being a major factor in many accidents, it seems the problem will only get worse as the number 
of electronic gadgets in our vehicles increases. To tackle the problem, devices such as satellite navigation systems usual­
ly employ voice output to read directions, and manufacturers advise users not to operate the device while the vehicle is 
in motion. Governments have also started to tackle the problem with legislation. Although careless driving is usually 
illegal already, many countries have now enacted laws specifically to deal with using a mobile phone while driving­
and the penalties are often long custodial terms, comparable to those given for drink-driving17

• 



People who have difficulty talking about their problems 
face-to-face, perhaps because of embarrassment or stig­
ma, can also greatly benefit from this. 

Risks 
The key risk associated with online medical sites is the 
authenticity of the authors-it is difficult or impossible 
to know if they are medically trained-which leads the 
reliability and integrity of the information being called 
into question. This is a particularly significant issue 
because many people-especially the young-rely on 
the Internet for health advice. A UK government survey 
found 80% of teenagers have sought information in this 
wai6

• One study for the medical journal Archives of 

Disease in Childhood found only 39% of the 500 health 
sites tested offered correct advice, with much of the 
information available being confusing, contradictory, 
out of date, or just plain wrong19. The study also found 
that sponsored links, pushed to the top of results 
through payments to search engines, never contained 
correct information. A separate study found that advice 
regarding children's health was particularly mislead­
ing19. Health sites operated by governments and health 
services were found to be error free. 

The impacts of incorrect health advice could be severe, 
with patients either delaying or avoiding treatment 
based on the belief that they are not ill, suffering and 
worrying excessively based on incorrect diagnoses 
found online, or even self medicating based on incorrect 
information. 

One study suggested that even correct online health 
advice could cause health problems, as patients tend to 
focus on the advice they want to hear, typically reassur­
ing them, rather than the advice which suggests there is 
a problem. 

The recommendation for those seeking online health 
advice is to use only government operated sites-for 
example the NHS Direct, run by the UK's National 
Health Service. Most sites also recommend that for sus­
pected serious conditions, a doctor is still consulted 
immediately. 

Privacy concerns are also significant for those seeking 
online health advice. Although the Internet appears anon­
ymous, this is clearly not the same. Search results can be 
used to track down individuals (see page 214), IP ad­
dresses can identify a user (see page 78), and Internet 
data packets travel through multiple machines en route 
to their destination (see page 80). Wireless connections 
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Figure 12-11 Web sites are used for a range of advice and support 
on many health issues 

also need to be configured for security (see page 110). 
Users also need to be sure that the site they use will keep 
their details secure against unauthorised access, and that 
they have a privacy policy that confirms personal details 
will not be passed on to third parties for advertising or 
other purposes. 
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Medical Research 
Disease Mapping 
During national or international outbreaks of disease, up 
to date information on cases and geographical spread is 
critical in fighting the problem. Increasingly IT is being 
used not only to map outbreaks, but to gather up-to-the­
minute data on cases, reported as they occur using mo­
bile devices and wireless Internet connections. 

In Uganda, the Uganda Malaria Surveillance Project 
uses IT to track cases of malaria-the country's biggest 

killer20
. A syste~ usi~g a ce~tralised database based in I ...,.. 
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system. The new system allows cases to be reported in- Figure 12-12 A map of global health alerts and outbreaks 

stantly, rather than taking several months using the pre-
vious system, allowing the project to respond more rapid­
ly to malaria outbreaks with the appropriate treatments. 

Wireless connections and solar panels remove the need 
for generators and landlines, which are generally unavail­
able and expensive to install in the rural locations where 
the offices are based. The smart phone project is estimat­
ed to have reduced project costs from $25,000 per year to 
$540 per year20

• 

HealthMap is a similar system which uses Coogle Maps 
to show the latest health news and alerts from around the 
globe. Data is fetched from the news feeds of various or­
ganisations, including the World Health Organisation, to 
create a mashup of data and plot it on a map21

• In Cana­
da, the public health agency publishes maps of communi­
cable disease outbreaks on their web site22

• 

A key benefit of online health mapping is the ability to 
gather data quickly from affected regions. This is particu­
larly important in developing countries where travelling 
to remote locations may take days-updating online case 
databases can be done virtually instantly using a mobile 
phone or portable computer. 

Awareness of outbreaks can also help contain them, and 
access to online information reduces the need for people 
to leave their homes, potentially reducing the spread of 
disease. In the recent bird flu (H5Nl) and swine flu 
(HlNl) outbreaks, advice to citizens has generally been 
to stay in their houses and obtain information online, 
rather than risk infection by visiting health centres. 

Try It Online 
Visit www.itgstextbook.com for examples of online 
disease mapping. 

However, data integrity is a key concern of these systems. 
Using a variety of data sources, some of which may be 
ordinary citizens reporting disease cases, has great poten­
tial to cause inaccurate, false, or duplicate reports. There 
needs to be a careful balance between speedy reporting of 
outbreak data and reporting cases using reliable methods, 
as inaccurate information can spread panic which could 
cause impacts greater than the outbreak itself. 

The Human Genome Project 
The Human Genome Project (HGP), is a an international 
collaborative project to map the functions of the human 
genome. The goal is to produce an online database of 
genes which is accessible to anybody with an Internet 
connection23

• The HGP offers the opportunity to increase 
global scientific understanding of our genome, and per­
haps develop tests and treatments for genetic diseases. 
The collaborative effort of the HGP has enabled under­
standing of the human genome to increase much more 
rapidly than scientists working in isolation. 

Many of the social issues related to the HGP arise from 
the technology of genetics itself rather than the database. 
Tests for genetic predispositions to diseases such as can­
cer or Alzheimer's disease are controversial because of 
the implications they have for those testing positive. 
Many of these tests are also not yet 100% reliable. 

Legal issues over the ownership of genetic data have also 
occurred, with attempts by several companies to patent 
DNA sequences, treating them as intellectual property24

• 

If any patient data or DNA samples are stored in the da­
tabase, privacy becomes an issue-even if the samples are 
anonymised. 

. . 



Distributed Disease Research 
Research into diseases is often carried out using comput­
er models, which often require vast amounts of compu­
ting power to produce results in a reasonable amount of 
time. One approach to this problem is the use of distribut­
ed computing systems, which harness the power of com­
puters all over the world to work collaboratively on a 
project (see page 176). The Folding®Home project uses 
these techniques to understand folding and mis-folding 
of proteins in the body-processes which are not well 
understood but are suspected to cause many diseases 
including Alzheimer's, cystic fibrosis, JCD, and Parkin­
son's disease32

• 

Drug Interaction Models 
Models of the human body offer a safer and more ethical 
alternative to testing new drugs on animals or humans. 
These computer models can predict the uptake rate and 
side effects of drugs, improving patient safety and allow­
ing scientists to develop new drugs more rapidly. 

Examples include a Belgium team who created a comput­
er model to analyse the effect of cerebral palsy on pa­
tients' bodies, and plan effective treatment, and a London 
team that modelled brain aneurisms. Another British 
team created a model of the heart, complete with valves 
and blood flow, in order to test the effects of drugs de­
signed to combat heart disease25

• To help find the right 
combination of anti-retroviral drugs for HIV patients, 
which often requires a lot of trial and error, the HIV Re­
sponse Database Initiative developed a computer model 
based on the treatment data of 60,000 HIV patients26

• This 
allows correct treatment plans to be found more rapidly, 
and could be extremely useful in areas of the world 
where resources are scarce and 'plan and error' treatment 
wastes valuable medication and expertise. 

In the future, such computer models could be customised 
with an individual patient's traits such as their medical 
history, age, and even their genetic data. This customisa­
tion in particular would allow doctors to plan and test 
much more accurate and effective treatment that current 
methods. Computer models also have the benefit of re­
ducing the need for human and animal drug trials, both 
of which have ethical implications. 

Although computer models are never 100% accurate (see 
page 172), and therefore do not completely remove the 
need for animal or human experiments, they can reduce 
the number of such trials. As with any computer model, 
care has to be taken to consider the results as advice ra­
ther than fact, and not become too reliant on them. 

Health 

Psychological considerations 
The constant exposure to communication technology can 
have significant psychological impacts on its users. Inter­
net and gaming addiction are recognised as serious prob­
lems in countries such as Korea, where Internet access is 
fast, cheap, and ubiquitous (see page 278). 

The rise of mobile phones, text messaging, micro­
blogging, and social networks means people are increas­
ingly in constant contact, 24 hours a day. In one survey 
40% of teenagers questioned admitted to using mobile 
phones for more than four hours each day, with some 
users them for up to six hours27

• Ironically, although con­
stant communication becomes easier, mobile phone ad­
diction often becomes an obstacle to personal one-to-one 
contact, with users shirking away from social situations. 

As with other addictions, excessive mobile phone use can 
lead to physical problems, including overuse injuries 
such as RSI (see page 268). A study at the Sleep Disorders 
Center in Montreal found that 60% of children use their 
phone after bed time28

, and in a separate study up to 15% 
of Spanish teens said they slept with their mobile phones, 
allowing them to receive calls and messages during the 
night29

• A lack of sleep has been linked to lower levels of 
concentration, lower test scores, and higher levels of be­
havioural problems in children. 

Aside from health impacts, overuse of mobile phones can 
result in large bills-up to $1000 per month in some cas­
es-potentially leading to additional problems such as 
crime to fund the habit. 

Addiction also has physical consequences-more and 
more road accidents are being attributed to drivers or 
pedestrians being distracted while using their mobile 
phones30

• In the workplace too, mobile phones and social 
media can provide a constant distraction from tasks, re­
ducing worker efficiency and quality of work. 

A variety of solutions exist. Setting limits on use-either 
through family rules or using technological features to set 
credit limits, is one option. Some teenaged phone addicts 
have received psychological help to get them over their 
addiction, while in extreme cases mobile phone addicts 
have even been treated in mental health institutes in an 
attempt to wean them off their phones31

• 

-
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Physical considerations 
Overuse Injuries 
Physical health problems arise from excessive or incorrect 
use of IT equipment. RSI (Repetitive Strain Injury) causes 
strong pain or weakness in muscles and tendons, and can 
occur in the hands, arms, shoulders, and back. RSI can be 
caused by incorrect posture while using a computer or 
simply by performing the same action - such as typing, 
using a mouse, or staring at a screen - for extended peri­
ods of time. In some cases children have suffered from 
RSI after playing computer games for frequent extended 
periods. Carpal Tunnel Syndrome (CTS) is a similar con­
dition which causes pain or numbness in the wrist, and is 
also associated with incorrect or excessive use of a key­
board. 

Eye strain and associated headaches are also a concern for 
users. Sore or irritated eyes can occur after prolonged 
computer use because users generally blink less when 
staring at a screen, causing eyes to dry out. Frequent us­
ers can also suffer problems refocusing their eyes after 
staring at a single fixed object for a long time. 

Surveys have suggested that RSI affects up to 450,000 
workers in the UK, losing 4.7 million work days and cost­
ing the economy £300 million each year32

• Many countries 
report increasing rates of RSI. 

Avoiding Computer Related Injuries 

0 

Figure 12-14 Ergonomic keyboard with a more 'natural' layout 

RSI rates are higher in some industries than others. Occu­
pations which make frequent use of information technol­
ogy, such as secretaries, can have incidence rates as high 
as 40%32

• A more recent development is the increasing 
incidence of RSI among young people who make exces­
sive use of video games and mobile phones. 

Prevention 
Many health problems can be prevented by configuring 
and using equipment in an ergonomic manner (see figure 
12-13). Desks, chairs, and screens should be set at an ap­
propriate height for users to avoid poor posture. In par­
ticular, the monitor should be at the right height so the 

Key 
1. Screen is at eye level, reducing neck strain 
2. Screen is 28 inches from the user's eyes 
3. Wrists are kept straight while using the keyboard 
4. Elbows are at approximately 90 degrees 
5. Back is well supported by the chair 
6. Height of chair can be easily adjusted 
7. Feet flat on floor, or supported by a foot rest 

Figure 12-13 Correct posture and equipment layout 



user views it without looking down on it (thus keeping 
their neck bent at an awkward angle). 

To avoid hand and wrist problems, hands should be posi­
tioned at the keyboard so that the wrist is not flexed -
some keyboard and mouse manufacturers make special 
supports or ergonomic versions of their hardware (see 
figure 12-14) specifically for this purpose. 

Knee, leg, and back problems can be reduced by ensuring 
chairs are the correct height from the ground, with feet 
flat on the floor, but not so low that the legs are bent. A 
footrest should be used if the feet do not touch the floor. 
Work spaces should be kept free of clutter, to enable the 
mouse and keyboard to be correctly positioned. Good 
computer chairs should have sufficient back support and 
be adjustable in several ways. 

If possible, lighting should be arranged to avoid causing 
reflections in computers screens, which exacerbates eye 
strain. 

Users themselves should ensure they take a break from 
the computer at least 5 minutes each hour, stretch, and 
move away from the screen to give their eyes a chance to 
rest. 

Users who suffer from RSI or CTS have a number of pos­
sible treatments open to them. Ergonomic keyboards and 
wrist supports can relieve mild symptoms. Wrist braces 
are also available which provide support and relieve 
symptoms. In extreme cases of CTS surgery may be used 
to reduce the problem. 

Computer Accessibility for 
Disabled users 
Computer systems which are adapted for users with disa­
bilities are said to be accessible. Making computer sys­
tems accessible to users with a range of disabilities is a 
significant equality of access issue. Both specialised hard­
ware and software can be used to make a computer acces-

Exercise 12-4 

Health 

Figure 12-15 Mouse pad with wrist support (top), designed to 
reduce RSI problems. Mouse with a more ergonomic design, to 
relieve pressure on the wrist and forearm (bottom). 

sible (see page 29), and there are techniques which soft­
ware and content developers can follow to increase the 
accessibility of their products (see page 208). 

Many researchers have found that rates of RSI are increasing globally. The biggest increases have often been found in 
companies whose workers do a lot of mobile computing. Explain why mobile working might be having a negative 
health effect on workers. [6 marks] 

Exercise 12-5 
With employees spending more and more time using a computer at work, RSI is becoming an issue for employers. 
Create a policy which describes the measures a business should take to prevent computer related health problems 
among their staff. [10 marks] 
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Chapter Review 
Key Language 

addiction 
Carpel Tunnel Syndrome 
centralised database 
clinical decision support 
system 
computer model 
cybernetics 
e-prescriptions 

Exercise 12-6 

Electronic Data Interchange 
Electronic Health Records 
Electronic Medical Records 
ergonomics 
Human Genome Project 
medical expert system 
myoelectric control 
neural control 

opt-in 
opt-out 
Personal Health Record 
prosthetics 
remote monitoring 
real time 
Repetitive Strain Injury 
smart cards 

Describe the required hardware and software for the following telemedicine situations: 
a) A medical consultation between doctor and patient 
b) Remotely monitoring a patient in their home 
c) Performing telesurgery on a patient 

Exercise 12-7 

11tore-and-forwacd 
teleheaJth 
telemedicine 
telesutgery 
virtual reality 
VPN 

Alzheimer disease is a degenerative disease which causes sufferers to experience dementia, confusion, and memory 
loss. Many Alzheimer's feel the urge to roam around, which often results in them getting lost. To address this problem, 
it has also been suggested that Alzheimer's patients could be monitored with tags which report their position using 
GPS33

• 

Discuss the benefits and drawbacks of tagging Alzheimer's patients in this way. [8 marks] 

Exercise 12-8 

Describe the security precautions which an EMR provider must take when implementing their system. [6 marks] 

Exercise 12-9 

Evaluate the challenges that a surgical team would face when performing an operation like the Lindbergh Operation. 
[8 marks] 

Exercise 12-10 
To what extent can technological measures be effective in reducing mobile phone addiction? [8 marks] 

Exercise 12-11 

To what extent are mobile phones an effective way of distributing health advice? [8 marks] 

Exercise 12-12 

Electronic Medial Record (EMR) systems are increasingly being used by doctors, patients, and other 
healthcare professionals 

(a) (i) Define the term primary key. [2 marks] 

(ii) Distinguish between opt-in and opt-out in the context of an EMR system. [4marks] 

(b) Describe the process which occurs when a doctor accesses a patient's record from an EMR system. [6 marks] 

(c) Evaluate the security, privacy, and integrity issues related to an EMR system. [8 marks] 

-
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Exercise 12-13 
Patient monitoring projects such as Project Gerhome equip houses with equipment which can monitor 
patients constantly and alert medical staff to any potential problems. 

(a) (i) Define the term data logging. [2 marks] 

(ii) Describe two types of sensor that may be used in a project like Project Gerhome [4marks] 

(b) Explain how the process of monitoring a patient would work. [6 marks] 

(c) To what extent do the benefits of systems like Project Gerhome outweigh the privacy concerns? [8 marks] 

Exercise 12-14 

(a) (i) Define the term telemedicine. [2 marks] 

(ii) Describe two items of hardware required for telemedicine. [4 marks] 

(b) A hospital plans to create its own online forum for medical advice. Explain three policies the hospital [6 marks] 
would need to follow when doing this. 

(c) Evaluate the benefits and drawbacks of using the Internet for online health advice. [8 marks] 
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Home and Leisure 
Digital technology has transformed the way many people live, relax, and communicate. Ubiquitous broadband Internet 
access and mobile devices have enabled near constant access to communication technologies, while social networks 
allow ever more detailed maps of users' to lives to be created online. At the same time, the amount of free information 
and media available to each citizen has exploded, providing a plethora of new ways to access news and entertainment. 
This revolution has not been received positively by all however, and problems such as large scale copyright infringe­
ment have become great challenges for businesses trying to compete in a digital world. 

Smart Homes 
Smart horne technology, also called home automation, 
uses information technology to improve the convenience, 
security, and energy efficiency of buildings. Several smart 
horne technologies are already quite common, while oth­
ers currently exist only in the homes of the rich and fa­
mous or in research laboratories. A key feature of smart 
homes is a horne network which centralises control, al­
lowing many aspects of the horne to be operated from a 
portable computer or even a mobile phone. 

Outside of a smart horne, automated lighting and camer­
as can provide increased security. Security lighting sys­
tems can be programmed to switch on automatically at a 
certain time of day, or when movement is detected. Bio­
metrics scans of fingerprints or retinas can be used in­
stead of physical keys, providing improved security and 
reducing the problem of lost or stolen keys. 

Once inside the home, technology allows aspects of 
rooms to be altered based on the preferences of the per-
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Figure 13-2 Wall mounted smart home control panel 

son there. Temperature, music, lighting, and even the 
artwork displayed on the walls can all change based on 
pre-programmed preferences and wearable RFID tags 
which identify individuals. As you move around the 
house, lights automatically switch off and on, saving en­
ergy. Television programmes can even 'move' around the 
house with the viewer, automatically transferring to the 
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nearest television and switching off 
the previous one. 

In the kitchen, a fridge with inbuilt 
bar code or RFID readers monitors 
food levels and produces an auto­
mated shopping list when items 
start to run low. An Internet con­
nected system might even order 
the food online and arrange its 
delivery at a convenient time -
perhaps determined by checking 
the schedule of the house owner. 
Once the amount and type of food 
in the house is known, recipes us­
ing those ingredients can be auto­
matically looked up online, and a 
warning can be displayed if food 
passes its expiry date. 

Figure 13-1 Smart meters help identify 
wasteful uses of water and electricity 



Communication plays a key role in home automation. 
Home owners might use mobile phones to receive alerts 
of unusual situations, such as a window being left open, 
and respond with instructions - such as 'close the win­
dow' -in the same manner. In dangerous situations, such 
as a fire or a possible intruder being detected, the house 
may even be able to automatically dial the emergency 
services. Domestic robots (see page 343) are likely to be 
increasingly employed for common household tasks such 
as cleaning. 

One famous home, that of Microsoft founder Bill Gates, 
incorporates many of these features. Located on the 
shores of Lake Washington and costing $150 million, the 
house includes rooms and artworks which adapt to users' 
pre-programmed preferences, a swimming pool with an 
underwater music system, and a 22 ft. video display con­
sisting of 24 separate projectors. Touch sensitive panels in 
every room provide control over lighting, temperature, 
humidity, and music. Perhaps not surprisingly, the com­
puter systems which automate many of the house's fea­
tures run Windows as their operating system. 

Benefits 
Comfort and convenience are the prime benefit of many 
home automation systems, reducing human workload. 
Security can also be a key improvement. 

Environmental and financial benefits can also be felt, as 
power consumption is reduced through automated sys­
tems which switch off devices when not in use. Smart 
meters (figure 13-1) allow families to see breakdowns of 
their water, electricity, and other resource consumption, 
enabling them to optimise their use and reduce waste. 

In addition, some smart homes can also improve safety 
by monitoring their inhabitants. Project Gerhome (see 
page 257) creates smart homes for the elderly, featuring 
full monitoring systems, connected to doctors via the 
Internet, giving elderly people independence while en­
suring they have support and assistance if they need it. 

However, increasing use of home technology raises ques­
tions about our life styles, how we will spend our newly 
found free time, and whether increasing levels of automa­
tion will lead to more sedentary, unhealthier lives. 

Exercise 13-1 

Home :ao9 ~ E€isure 

Digital policing 
Increased access to the Internet has been accompanied by 
an increase in the number of people downloading illegal 
copies of copyrighted material (sometimes called 
'piracy'), often using peer-to-peer (P2P) systems. One of 
the first P2P systems, Napster, was launched in 1999. 
Rather than host files itself, Napster allowed users to 
share files directly from their hard disks. Napster was 
focused on sharing music files, but as file compression 
technologies improved and Internet speeds increased, it 
quickly became possible to share large software programs 
and entire films online. Although the Napster service was 
shut down in 2001, other peer-to-peer file sharing systems 
quickly appeared, including Lime Wire and BitTorrent. 

The nature of peer to peer systems makes it difficult for 
authorities to combat copyright infringement. Napster 
was vulnerable to legal action because it had a central 
server which maintained a list of all Napster users and 
the files they possessed (though not the files themselves). 
Later file sharing systems used a decentralised approach, 
meaning that shutting down part of the network has min­
imal, if any, effect on its efficiency. More recently, en­
crypted file sharing networks have emerged, making it 
even harder for authorities to combat these activities. 

The impact of illegal file sharing is difficult to assess. The 
Directors' Guild of America reported lost revenues in 
2009 totalling 1.4 billion Euros in Spain, 670 million Euros 
in the UK, and 450 million Euros in Germany1

; Apple 
estimated it lost $450 million to software piracy between 
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Figure 13-3 Illegal file sharing sites are used by thousands 

Smart home te.chnolo~ develop~ rapidly. Research further details of smart homes. In the role of a property developer, 
produce a 1 mmute v1deo advertisement for a smart home, referring to the technology used and the benefits it brings. 
[20 marks] 



July 2008 and January 20102
; the Business Software Alli­

ance estimated lost revenue at $59 billion worldwide3
. 

However, many of these reports assume that each illegal 
download is equivalent to a lost sale, which may be a 
false assumption. What is certain is that music sales have 
fallen in recent years - although digital sales grew by 
5.3% from 2009 to 2010, sales of physical CDs dropped by 
14.2% in the same period, contributing to an overall fall in 
global revenues of $1.45 billion4

• It is also clear that illegal 
downloading happens on a large scale, with the most 
downloaded films of 2009 each being downloaded over 9 
million times5

• 

Solutions to copyright infringement 
Media industry organisations such as the Motion Picture 
Association of America (MPAA) and the Recording In­
dustry Association of America (RIAA) have focused on 
educating users about copyright infringement while also 
trying to target sites which link to copyrighted material. 

Famous sites such as The Pirate Bay provide links to the 
Torrent files which allow users to locate and download 
files on the BitTorrent P2P network, and there have been 
several attempts to shut down these sites in their host 
countries as well as block access to them from other coun­
tries. Legal action from the MP AA or similar organisa-

Digital Rights Management 

tions has caused some of these sites to be blocked in Den­
mark, Italy, and Germany. The problems with these ap­
proaches is that such filters are often easy to circumvent, 
and there are issues of legal jurisdiction. There are also 
legal issues over whether a site which provides links to 
copyrighted material (in effect, a search engine) is com­
mitting a crime. 

Governments have also passed legislation aimed at illegal 
file sharing. The UK's Digital Economy Act 2010 (DEA) 
includes measures requiring ISPs to identify people who 
persistently infringe copyright laws online and take 
'technical measures' against them- including substantial­
ly reducing the speed of their Internet connections or 
even disconnecting them. The DEA also allows the UK 
government to block sites 'from which a substantial 
amount of material has been, is being or is likely to be 
obtained in infringement of copyright' 6

• 

A final solution which has been employed by some media 
companies is the uploading of fake files to P2P systems. 
These files, named after recent software, music, or film 
releases, are designed to make it harder for users to find 
working copies of material they want. Many peer-to-peer 
search sites incorporate rating systems for downloads to 
make it easy to notify users about these fake uploads. 

Digital Rights Management (DRM), sometimes derisively called Digital Restrictions Management, refers to technolo­
gies which limit what a user can do with a digital file. 

DVDs used an early form of DRM called Content Scrambling System (CSS) to prevent illegal copies being made. DVD 
content was encrypted and could only be decrypted by the key inside authorised DVD players or drives, to prevent 
copying of the film using special disk copying software. 

Audio CDs have also used DRM to prevent copying. DRM can be applied to data in various formats including PDF 
documents, AAC audio, and WMV video. DRM can be used to: 

• Prevent printing of a book (PDF) 
• Make content expire (unable to open) after a certain date 
• Prevent copying and pasting from documents 
• Prevent copying (including backup copies) 
• Restrict the number of copies possible 
• Restrict a file to opening only on a specific device 

The use of DRM is often controversial because it restricts certain activities which have been legal rights (such as making 
backup copies or copying music to another device such as a portable music player). DRM can cause also compatibility 
problems with some systems (for example, 'unauthorised' free and open source DVD player software). 

Like many copy protection systems, it is relatively easy to remove or 'break' DRM using freely available software tools, 
though under the Digital Millennium Copyright Act (DMCA) it is illegal to do so in a number of countries. 



Legal uses of peer-to-peer file sharing 
Peer-to-peer file sharing systems themselves are not ille­
gal. Because they make it easy to share large files, reduc­
ing the load on any one server and providing faster 
downloads speeds, P2P systems are often used to distrib­
ute public domain media and free and open source soft­
ware such as Linux. 

Would legal alternatives help? 
Although cost is seen as the main reason people down­
load media illegally, some studies suggest other reasons 
as well. Illegal downloads often offer individual music 
tracks instead of entire CDs, giving users choice. Alt­
hough individual tracks can be downloaded from legal 
music services, they are often locked with Digital Rights 
Management (DRM) technology, preventing users from 
using them on several different devices, such as their 
MP3 player and their laptop. Some have suggested that 
the media industry can combat illegal downloads by al­
lowing more flexibility and including a greater range of 
titles in their legal download catalogues. 

Figure 13-4 Modern games consoles 
are available in many forms 

Digital Entertainment 
Users have many games playing options available to 
them, from simple Java or Flash based games on their 
mobile phones, to multi-million dollar productions for 
the latest games consoles, which can rival blockbuster 
films in terms of production values, resources, and budg­
et. Reuters reported the global computer games market 
was worth $65 billion in 2010, with almost half of that 
figure being generated by retail sales of games software7

• 

Technical developments such as improved batteries, fast­
er yet more energy efficient processors, and energy effi­
cient LCD screens have enabled increasingly advanced 
gaming on ever smaller devices. Even modern mobile 
phones are capable of playing games comparable to the 
home computer games of the late 1980s and early 1990s. 
Dedicated games consoles by companies such as Sony, 
Nintendo, and Microsoft are even more powerful, with 
high resolution displays, multi-channel sound, high ca­
pacity storage devices, and fast processors capable of 
generating complex 3D graphics. Modern consoles also 
feature Internet connectivity for web browsing, and use a 
range of input devices especially designed for gaming 
(see page 22). 

In addition to single player components, many modern 
games feature multi-player options, allowing garners to 
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connect with each other on a LAN or over the Internet. 
Massively Multiplayer Online Games (MMOG) or Mas­
sively Multiplayer Online Role Playing Games 
(MMORPG), often featuring fantasy or magical themes, 
require players to create an avatar - a virtual representa­
tion of themselves - and log in to access the virtual world, 
usually for a subscription fee. As players progress 
through the game, they complete missions or quests, im­
proving their avatar's abilities and buying in-game items. 
Some of these games are so popular that there are even 
'black markets' for in-game items which are sold for real 
money. 

Virtual worlds are similar to MMOGs, except they often 
lack defined objectives, and instead simply allow the 
player to 'live' in the world, interacting with others, 
building objects, and perhaps owning 'land'. One of the 
more famous examples of a virtual world is Second Life, 
which even has its own currency - Linden dollars. Garn­
ers, educational institutions and businesses have all es­
tablished presences in Second Life, offering virtual tours, 
classes, and virtual shops. 

Gaming Addiction in Korea 

Figure 13-5 Virtual worlds let users explore many locations 

CAVE (Cave Automated Virtual Environment) systems 
take the virtual world concept a step further. The user 
stands in a small cube-like room while images of the vir­
tual world are projected on each of the walls, surround­
ing the user in the environment and creating a more im­
mersive effect. 

In South Korea, 80% of the population have access to some of the 
fastest broadband connections in the world, and there are more 
than 25,000 PC Bangs - cyber cafes with high speed computers for 
online gaming, often open 24 hours a day. Yet this technological 
powerhouse is experiencing a sharp rise in a new problem - Inter­
net addiction - which the government recognises as a clinical con­
dition suffered by up to two million people - 10% of the popula­
tion13. 

Obsessive online gaming often spills into the real world, disrupting Figure 13-6 Online gaming cafes are popular with 
players' routines and making it difficult for them to maintain a job, a many users in South Korea 
relationship, and a family. Several high profile cases, including the 
death of a 24 year old man from heart failure after playing online for 86 hours non-stop14, the death of a three month 
old baby whose parents neglected her for online gaming15, and the murder of a games player by another player, jeal­
ous over his possession of an in game item, have spurred the government into action. 

Counselling centres have been established across the country while, for the most seriously addicted teenagers, 'boot 
camps' have been created to wean youngsters from their computers and involve them in healthier activities. The gov­
ernment says these measures are working, and that the number of teenage Internet addicts is slowly falling, but 
acknowledges that the number of older addicts continues to rise. 

Exercise 13-2 
To what extent can technological solutions solve the Internet addiction problems experienced in South Korea? 
[8 marks] 

Exercise 13-3 
Who should be responsible for solving the problem of games addiction in Korea? Evaluate your arguments. [8 marks] 



Figure 13-7 Game controllers based on real weapons are a 
concern for those worried about the effects of violent games 

Concerns about games 
A number of concerns have traditionally been raised both 
about the content of computer games and the health 
effects of long term game playing. Health concerns range 
from common concerns that players do not get enough 
physical exercise, to extreme cases in which players be­
come addicted to game playing to the detriment of their 
education, work, and personal lives. In the most extreme 
cases, people have died from exhaustion after excessive 
games playing sessions lasting several days. In some 
countries these concerns have become so great that gov­
ernments have been pushed into action (see Gaming Ad­
diction in Korea, opposite). 

Violence has been a feature of many games since the 
emergence of the industry in the 1970s, but as games be­
come more realistic thanks to developments in compu­
ting power, concerns over violent games has grown. 
Higher resolution displays, faster processors (especially 
graphics processors), and improved sound help to create 
more lifelike experiences, and some people fear that this 
exposure to realistic, violent imagery can have a negative 
psychological effect on young players, possibly initiating 
'copycat' violence. Although films often contain violence, 
in games the player is usually actively participating in the 
acts, which causes greater concern. The use of some input 
devices which imitate real life weapons has added to this 
concern. Some anti-violent game campaigners even use 
the phrase 'murder simulators' to describe games involv­
ing killing, and compare the recreational use of video 
games with the military use of games to train soldiers, 
claiming they desensitise players to real life violence. 

Although some researchers have found changes in brain 
response when players play violent games8

, no credible 
evidence exists of a long term, direct correlation between 
gaming and real life violence, and other studies have re­
futed any such link9

. However, there is a fear that exces-

Home ano:_(!eisure 

Figure 13·8 Second Life is one of the more popular virtual worlds 

sively violent games can negatively influence young peo­
ple and those who may already be prone to violent 
tendencies. On the other hand, some studies have found 
positive effects in games playing, including improving 
hand to eye coordination, logical thinking abilities, and 
physical fitness. 

In addition to violence, games which feature criminal 
behaviour, drug use, bad language, racism and sexism 
have been criticised. Today, many countries restrict com­
puter games using age classifications, just as they do 
films, and it is usually illegal to supply 15 or 18-rated 
games to people below that age. Systems such as PEGI 
(Pan European Game Information) and ESRB 
(Entertainment Software Rating Board) exist to rate 
games and provide information for parents about their 
content. PEGI provides age ratings and categories of con­
tent including drug use, sex, violence, and bad language. 



Figure 13-9 Augmented Reality systems like this could help fire 
fighters navigate through smoke-filled buildings 

Online gaming 
Online gaming presents new challenges when trying to 
protect children from harmful content. Even in age ap­
propriate games, players can be exposed to a range of 
undesirable content once online, including bad language 
and pornography, and there is often little games compa­
nies can do to control what happens in these situations. 
Online predators may also attempt to target children in 
games they are known to frequent. For this reason, some 
games heavily restrict their online content or require us­
ers to be over a certain age-often 13, 16, or 18. 

Other companies have tried different approaches and 
offered alternatives for underage users-the virtual 
world Second Life, for example, created Teen Second Life 
which required users to prove they were under 18-a 
kind of reversed age verification system. Adults were 
permitted on Teen Second Life-useful for teachers wish­
ing to use the system with their students-but they had 
to pass a background check and faced restrictions in their 
interactions with underage users. After it was discontin-

Exercise 13-4 

Figure 13-10 Augmented Reality systems add a layer of digital 
information to images of our environment 

ued, Teen Second life users were combined with regular 
Second Life, but face limitations on the land their can use 
and the areas they can access. 

Augmented Reality 
Augmented Reality technologies 'add' a layer of digital 
information to our views of the real world, using a mo­
bile phone or dedicated viewing device. 

Using a combination of GPS and compass data, a mobile 
phone can determine its position and the direction in 
which it is pointing. The image its camera receives can 
then be analysed and relevant information-determined 
by the user-can be downloaded from the Internet and 
displayed. For example, pointing a phone at a street may 
highlight the restaurants, display their contact details, the 
type of food they serve, and perhaps a rating from a res­
taurant guide. At tourist attractions such as a zoo, aug­
mented reality could display a map pointing towards 
important enclosures, display information about the ani­
mals currently in front of the user, and update automati­
cally as they move around the zoo. 

Augmented reality also forms part of the Future Warrior 
(see page 303) system for soldiers, displaying the posi­
tions of friendly forces, and it could also be used to help 
emergency workers. Fire fighters, for example, could use 
the system to help them navigate smoke filled buildings 
by viewing an overlay of the building's walls, doors, and 
stairs, on a display built into their breathing masks (see 
figure 13-9). This could save critical time when searching 
for people trapped in burning buildings, potentially sav­
ing lives. 

Describe the techniques operators of virtual worlds can use to protect children from online predators and unsuitable 
content. [ 6 marks] 



Published and broadcast in­
formation 
The ways in which we watch television and films, listen 
to music, read the news, and communicate with our fami­
lies and friends have shifted drastically in the last decade. 
Widespread availability of broadband Internet connectiv­
ity, portable devices, and social media sites have all 
helped change the way we access entertainment, news, 
and friends. Online news reading is now one of the top 
three activities for Internet users 10

• A large number of 
sites, many of which are free, provide access to a greater 
range of news content than would be feasible with tradi­
tional newspapers, and also provide access to many years 
of older, archived articles. Content which would require 
dozens of pages of printed news can easily be accessed on 
the move using mobile devices. Many newspaper sites 
also let users fetch the latest headlines to their desktops 
or portable devices using RSS, rather than visiting a vari­
ety of sites, saving time and allowing users to customise 
the topics they receive. 

Online News 
Online news reading has been cited as a significant factor 
in the drop in circulation of traditional newspapers in 
recent years. Despite this, most news organisations have 
found it harder to generate revenue online than in their 
print editions; online advertising revenues are generally 
much lower, and many newspapers provide a great deal 
of news and editorial content for free. 

News aggregation sites fetch headlines and news articles 
from many different news sites and present them on a 
single page, allowing users to access large amounts of 
information in one place. The rise of web 2.0 technologies 
has increased the number of community and social news 
sites, which not only aggregate stories but rank them 
based on their popularity with users. 

However, news aggregation sites have been unpopular 
with some online newspapers, who believe their copy­
righted articles are being illegally copied. At the same 

Letting the Algorithms Decide 
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Figure 13-11 News aggregators (top) and social news sites 
(bottom) are just two of the ways news can be accessed online 

time, because aggregation sites present a summary of 
each article, fewer viewers 'click through' to read the full 
version at the newspapers' web sites, thus reducing their 
advertising revenues. 

To counteract this, some news sites have started using 
paywalls-systems which require payment for access to 
certain news articles, or after a certain number of articles 
have been read for free. For a small daily, weekly, or 
monthly fee users can gain unrestricted access to news 
content, including archived articles. 

Some news aggregation sites feature articles selected by human editors, much like traditional newspapers. Social 
news sites rely on popularity votes to determine which articles are first presented. Google News goes further, and 
selects newsworthy stories completely automatically, based on criteria such as the number of sites they appear on and 
when they were updated. 

Exercise 13-5 
How do these different methods of selecting news articles for our viewing affect our understanding of events and our 
perception of our world? 



Figure 13-12 An Airbus A320 moments after performing an 
emergency landing in the Hudson river. This photo, and others 
taken by passers-by, were spread on the Internet before tradi­
tional news media had reached the scene. 

News Corp's newspapers in the UK and the US - The 
Times, The Sunday Times, The Financial Times, and The Wall 
Street Journal all implement paywall systems. The New 
York Times also started charging for content in 2011. In the 
UK, The Times gained 100,000 subscribers after its paywall 
introduction, but visitors to the paper's web site fell by 
87%11

• In the US, The New York Times gained 224,000 sub­
scribers in four months, despite implementing a paywall 
system which allowed free access to pages when linked 
from blogs and other sites. It remains unclear whether 
most readers in the Internet age are loyal enough to stay 
with their favourite newspaper and pay subscription fees, 
or whether they will move to one of the many free alter­
natives. 

Figure 13-13 Broadcasters often offer 'catch-up' television pro­
grammes online as streaming video files 

Citizen journalism 
Citizen journalism refers to news events which are re­
ported first by normal people rather than the traditional 
media. Citizen journalism has become possible because 
many mobile phones now have cameras and Internet 
access, allowing footage to be shot, uploaded, and shared 
almost immediately on social media sites such as Twitter, 
Facebook, or YouTube. Many traditional newspapers' 
web sites now have sections for reader contributions too. 

Citizen journalism is particularly common at unpredicta­
ble events, where normal media are unlikely to be initial­
ly present and may have difficulty gaining access when 
they arrive. The 2004 Southeast Asian tsunami, a plane 
landing in the Hudson river (figure 13-12), and the 2005 
terrorist attacks on London transport were all heavily 
reported by citizen journalists. In the case of the London 
bombings, national news broadcasters made heavy use of 
citizens' images-the only ones available of passengers 
stuck in the Underground tunnels. 

However, although they raise immediate awareness of 
events, concerns have been raised about citizen journal­
ists invading privacy, particularly as they are unlikely to 
be bound by the same ethical codes as regular journalists. 
In the 2005 London bombings, for example, pictures of 
the aftermath were published online, including many 
showing injured victims in clear distress. The pervasive­
ness of small, portable cameras means problems like this 
are likely to continue. 

Digital television and radio 
The biggest change to television and radio services in 
recent years has been the move from analog to digital 
transmissions. Digital signals require less bandwidth, 
allowing television companies to transmit High Defini­
tion footage (HDTV), and offer improved image and au­
dio quality as they are less susceptible to interference. 

Higher bandwidth also allows a greater number of chan­
nels to be broadcast-meaning items such as sport can be 
covered by numerous cameras at many different loca­
tions, allowing viewers to choose how they want to 
watch. Other broadcasts can include multiple languages 
or data such as closed captions. 

Switching to digital broadcasting has economic and envi­
ronmental costs, however. Depending on circumstances, 
viewers may require a new aerial and a new 'set top box' 
to decode the digital signals. The latter in particular caus­
es environmental concerns as users begin to throw away 
thousands of pieces of working equipment, many of 



which contains hazardous materials (see page 246). An­
other development in the television industry is video on 
demand (VOD) programming, especially over the Inter­
net using the IPTV protocol. Some TV companies allow 
viewers to 'catch up' with TV programming for free via 
their web sites, usually for a limited time after broadcast. 
Others make a larger catalogue of programming availa­
ble, each episode for a small fee. Companies like NetFlix 
allow users to download a wide range of films and TV 
programmes on demand, either for individual fees or a 
monthly subscription. 

The convenience of on-demand programming is a ad­
vantage for users. The wide range of available program­
ming, including older programmes which may no longer 
be broadcast, is also attractive. On-demand services usu­
ally offer high quality video and audio, and provide good 
technical support for their users, making them a viable 
alternative to illegally downloading content (see page 
275). One of the main drawbacks is that users pay to view 
the content only once, with no physical copy of the con­
tent to watch later. Because on demand content is usually 
streamed (downloaded while it is watched), a relatively 
high speed and reliable Internet connection is also need­
ed. 

A recent development in the desktop computer market is 
the Home Theatre PC, or HTPC. These computers are 
designed to be a home's entertainment centre, replacing 
separate devices such as DVD players, televisions, and a 
dedicated computer for Internet access. A HTPC normal­
ly features an optical drive (such as a Blu-ray drive) for 

Figure 13-14 Dedicated readers are the most common way of 
reading e-books 

playing movies, a relatively powerful processor for de­
coding High Definition video content, and a DVI or 
HDMI interface for connecting a high quality screen or 
television. Internet access can be used to view pro­
gramme schedules, access view-on-demand content, and 
visit film rental web sites. A built in TV card allows 
broadcast content to be displayed and digitally recorded, 
and a large hard disk is needed to save this material. 

E-books 
E-books, as their name suggests, are a method of distrib­
uting electronic copies of books, magazines, and newspa­
pers. These can be downloaded for free or purchased 
from an e-book store. E-books can be read on a normal 
computer, but are most often downloaded to dedicated e­
book readers such as the Kindle, Nook, and Kobo E­
Reader. Most e-book readers use electronic ink displays, 
which are more comfortable to read than traditional LCD 
screens and consume much less power, although they are 
usually limited to black and white. E-book readers usual­
ly have wireless connections to enable downloading of 
books. Several companies distribute their own e-book 
readers which then link to their respective e-book stores, 
though they are not restricted to purchasing from these 
sites. 

E-books are distributed in many formats, some of which 
support Digital Rights Management (see page 276) to 
control book distribution. The most common formats are 
ePub, AZW, and PDF. Although not all readers support 
all formats, conversion between formats is relatively easy. 

E-books sales have risen quickly, and in 2011-only four 
years after the launch of their Kindle e-book reader­
online giant Amazon recorded higher sales for e-books 
than paper books 12

• E-books are considered more conven­
ient than paper books in some circumstances, and they 
allow dozens or even hundreds of books to be carried 
around in a small, relatively lightweight device. Their 
lack of physical size and their lower distribution costs 
have seen e-books heralded as potent educational tools in 
developing nations. 

E-books are not suitable for all applications, however. 
The need to download books can cause problems for 
those containing many images, while DRM has caused 
problems for users and libraries wishing to lend books to 
others. This problem has been addressed by some e-book 
readers which have lending features, temporarily disa­
bling the book on the owner's device until it is 'returned' 
by the borrower. Page 245 discusses the environment 
impacts of e-books compared to paper books. 



Digital Preservation 
The nature of digital data makes it ideal for preserving 
valuable cultural, artistic, and historical works. Digital 
data does not wear out or decay, and unlike analog data, 
every copy made is a perfect copy of the original. Films, 
books, maps, paintings, and sound recordings can all be 
digitised and preserved in this way, reducing the risk of 
losing them to theft, wear and tear, or physical decay due 
to their age. Digitisation also has the benefits of allowing 
global access to works, for example through online virtu­
al museums (see page 224). 

Many early films were recorded on nitrate film, which 
degrades quickly over time and is highly flammable, 
meaning many have been lost or exist only as decaying 
fragments. Even films from the 1950s and 1960s and on­
wards can suffer through degrading of film stock. Film 
preservation techniques, using high resolution film scan­
ners, can scan these negatives at resolutions up to 8K 
(approximately 8000 pixels across) - much higher than 
current Blu-Ray resolutions. 

Digital restoration takes these processes further and uses 
image processing techniques to return works to their 
original quality, or even add effects which were not pos­
sible when the films were originally released. Dirt, 
scratches, tears, and physical deterioration of the film or 
paper media can all be partially or completely fixed using 
image processing techniques. This is particularly im­
portant on old films where the media is unstable and has 
often started to decay and crumble. For example, a rare 
colour version Georges Me lies' 1902 film Le Voyage dans Ia 
lune (A Trip to the Moon), was discovered as rotting film 
in 2010, but was digitally preserved and then restored to 
its original state. Fritz Lang's 1927 science fiction film 
Metropolis was also restored in this way, using fragments 
of video found in locations across the world to create a 
complete, definitive version. 

Preserving Digital Data 

Figure 13-15 Restored film (top). Ground penetrating radar is 
used to map underground structures (middle). Scans of arte­
facts can reveal previously hidden information (bottom). 

Even digital data may be in need of preservation efforts: as new file formats are developed and older ones become obso­
lete, it can become difficult or impossible to find software capable of opening files saved in these old standards. Data 
such as GIF images, RealMedia video, Dbase databases, and a plethora of binary formats were all in common use less 
than twenty years ago but are now positively obsolete. The problem is even greater if data is stored on obsolete formats 
such as 5.25 inch floppy disks or even paper tape, and if the programs to read the files were designed for older systems 
which are incompatible with modem machines. Commercial software companies who go out of business, taking their 
source code and file format specifications with them, are another concern. Many digital preservation efforts try to avoid 
these problems in the future by using open standards. 



For the digital restoration of paintings, restorers can 
either create a fully digital version of the restored 
work, or use a digital copy to practise restoration 
techniques before applying them to the original 
painting. This reduces risk of damage to the original 
and allows the most appropriate techniques to be 
used. 

Even objects and physical places can be digitally 
restored. Techniques such as 3D laser scanning and 
ground penetrating radar can be used to build digi­
tal 3D models of locations, even those underground. 
Colour and texture mapping can then be applied to 
recreate how these locations may have looked hun­
dreds of years ago. The models can even be extend­
ed, perhaps to add missing elements, such as an arm 
which fell off a statue, or a church tower which col­
lapsed many years ago. Archaeologists at locations 
such as Tikal in Guatemala, the Parthenon in Greece, 

Figure 13-16 3D model of the historic Saint Sebald Church, featuring a 
mixture of scanned building data and digital 'restored' 30 additions. 

and Stonehenge in England have already used these tech­
niques to increase their understanding of these ancient 
sites. 

of plastic or resin, slowly creating the item from the 
bottom up. Stereolithography is often used for producing 
concept models and prototypes of items before they are 
created in other, more expensive, materials. 

Stereolithography, also called 3D printing, produces 
physical copies of items modelled in a computer. Stereo­
lithography builds up objects by adding layer upon layer 

Restoring the Moon Landings 
Even NASA has used digital restoration techniques to restore and 
improve the quality of its footage. The organisation accidentally 
erased the original footage of the historic Apollo 11 moon landings, 
leaving it with only the lower quality video taped recordings of 
events. In 2009 digital restoration techniques were used to improve 
the quality of these tapes, removing bleeding edges, reducing image 
noise, and increasing detail in the extremely dark shadow areas of the 
moon. 

Exercise 13-6 t! ~til' 
The Apollo 11 tapes are historical documents detailing the moon 
landing. Much of the digital restoration work was aimed at removing 
noise introduced by the lower quality television recordings of the 
events, but technology allows many other changes - perhaps even 
adding colour to the original black and white footage. To what extent 
does the digital restoration of these tapes affect their authenticity, and 
does this affect our understanding of the first moon landings? 

Figure 13-17 Images of the Apollo 11 landings (top) 
were enhanced and restored in 2009 (bottom) 



Chapter Review 
Key Language 
3D modelling 
augmented reality 
avatar 

biometrics 
CAVE 
citizen journalism 
copyright infringement 
digital radio 
digital restoration 
digital television 

Exercise 13-7 

digitisation 
DRM 
e-book 

electronic ink 
ESRB 
ground penetrating radar 
High Definition Television 
home automation 
Home Theatre PC 
IPTV 

laser scanning 
MMOG 
MMORPG 
MPAA 
news aggregator 
P2P 
paywall 
Peer-to-Peer 
PEGI 
piracy 

RFID 
RIAA 
smart home 
smart meters 
social news 
stereolithography 
streaming media 
Video On Demand 
virtual worlds 

File sharing sites sometimes compare their activities to those of Internet search engines such as Coogle, saying they 
merely provide an index of existing material. Analyse this argument. Is it valid? What are the key differences between 
hosting files and providing a search service? Does it make a difference if a wide range of material is indexed by the 
search engine? (8 marks] 

Exercise 13-8 
Consider possible applications for augmented reality. Find a photograph of one silualion and use graphics software to 
annotate the image with the additions augmented reality could make. Explain the source of the data and how the sys­
tem would identify items in the world around it. [6 marks] 

Exercise 13-9 
Explain the technical considerations that archivists must be aware of when creating digital copies of works for preser­
vation purposes. [6 marks) 

Exercise 13-10 
Analyse the issue of online identities. Should users be required to use, and prove, their real identity before using online 
services such as virtual worlds and games? What are the risks and the benefits? Evaluate your answer. [8 marks) 

Exercise 13-11 

(a) (i) Identify two methods of accessing news online. [2 marks] 

(ii) Describe two technical considerations when deciding which file format should be used to save a [4 marks] 
photo taken with a mobile phone. 

(b) Explain the policies a national newspaper should follow when deciding to use images from a citizen [6 marks] 
journalist on its web site. 

(c) To what extent do concerns about citizen journalism outweigh the benefits? [8 marks] 

Exercise 13-12 

(a) (i) Define the term intellectual property. [2 marks] 

(ii) Describe two technologies which have assisted the illegal online copying of films. [4 marks) 

(b) Explain the considerations film companies need to make when deciding to distribute their products [6 marks) 
online. 

(c) Discuss the methods governments can use to combat illegal distribution of copyright material online. [8 marks] 
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Chapter 14 

Politics and Government 
Information technology has many uses in the political sphere. If used correctly, IT greatly facilitates the political pro­
cess, increasing transparency, information sharing, and enfranchisement. Yet IT is also a tool for control, which govern­
ments can and do use to spy on their citizens and control their access to media. Technology increases governments' 
ability to fight crime and terrorism, but also their ability to wage war, creating some of the most controversial uses of 
technology today. Perhaps more than any other area of application, Politics and Government demonstrates great poten­
tial and great risk posed by the use of information technology. 

Government Control of the 
Internet 
Internet filtering, or Internet blocking, is the process of 
preventing access to particular web pages or sites. This 
can be done on an individual scale in a person's home, 
throughout an organisation such as a school or place of 
work, or on a much larger scale, potentially preventing 
access to all users in a given country. 

The free flow of information that the Internet enables has 
not been welcomed by all governments around the 
world. China, North Korea, Egypt, Saudi Arabia and sev­
eral other countries are commonly identified as having 
extensive nationwide Internet filtering. Often information 
about political opposition or democracy is filtered, as well 
as places where discussions of such topics might flourish, 
such as social networking sites. 

China is famous for its pervasive Internet filtering under 
the Golden Shield Project-sometimes called the 'Great 
Firewall of China' - which blocks sites using IP address 
filtering and DNS record alteration (see page 292). 

The difficult job of search engines 

Among other topics, Chinese Internet users are prevented 
from accessing certain information about Tibetan and 
Taiwanese independence, democracy, and the Falun 
Gong religious movement. Political opposition and infor­
mation about anti-government protests (including the 
1989 Tiananmen Square protest) are also sporadically 
blocked, as are foreign news and media sites, which do 
not directly promote these ideals but provide coverage of 
them. This became a particular problem for journalists 
during the 2008 Beijing Olympics, and caused the Chi­
nese government to temporarily unblock some sites. 

However, it is important to remember that many coun­
tries filter their citizens' Internet access, although not all 
at the national level. In the US Children's Internet Pro· 
tection Act (CIP A) requires schools and libraries to filter 
access for children in many circumstances. Search engines 
such as Google filter their results to remove sites which 
have Digital Millennium Copyright Act (DMCA) com­
plaints made against them (usually because they are al­
leged to be illegally hosting copyrighted material). Some 
US states have laws against gambling, including online 
gambling on sites hosted outside of the state or the US. 

The legal position of Internet search engines such as Google and Yahoo is not always obvious-often they are Us-based 
companies, yet they deliver search results to users in dozens of countries, and must navigate a minefield of laws gov­
erning their operation. Although search engines do not host the content of the web sites shown in their search results 
pages, the mere act of providing links to some types of information can violate the law in some countries, and in several 
cases search engines have been asked to remove offending links from their results page for that country. 

The Digital Millennium Copyright Act (DMCA) allows takedown notices to be issued, requiring search engines to 
delist sites accused of providing illegal copies of copyrighted material. Other illegal content is usually dealt with quick­
ly too: in 2000, Yahoo were ordered by a French court to use IP address blocking to prevent French users from accessing 
Nazi memorabilia on a Yahoo auction site (the sale of Nazi memorabilia is illegal in France and several other European 
countries). Yahoo responded by banning the sales of such items on all of its sites worldwide. Since then references to 
Holocaust Denial-which is also illegal in France and Germany-have been automatically removed from Google.fr and 
Google.de, and Google has faced demands from several countries-most notably China-to filter its search results14

• 

Globalisation and cultural diversity make such tasks harder -in cases where content is clearly illegal it will usually be 
filtered out by search engines, and the same is true if the content breaks the company's Terms of Use. However, with 
widely differing local cultures and societal standards around the world, a search engine may provide access to infor­
mation which is legal-even accepted as normal-in one country, but is considered completely unacceptable in another. 



In the United Kingdom, Internet Service Providers are 
not legally required to block any material. However, 
many ISPs block sites identified by the Internet Watch 
Foundation as containing illegal material - usually imag­
es of child abuse. It has been suggested that ISPs should 
also block sites related to promoting terrorism, though 
nothing has come of these plans yet. 

Although pornography is often the focus of Internet fil­
tering discussions, there are dozens of other topics which 
are filtered by governments around the world, including: 

• Abortion and contraception 
• Bomb making instructions 
• Child abuse 
• Criticism of the government 
• Democracy advocacy 
• Drugs 
• Gambling 
• Guns and weapons 
• Hate speech 
• HIV and AIDS 
• Holocaust denial 
• Illegal download sites (of copyrighted material) 
• Political criticism 
• Pornography 
• Pro-suicide and right-to-die sites 
• Pro-anorexia sites 
• Religious extremism 
• Racism e.g. Neo-Nazis, 'white power' 

• Sexuality and gay rights 
• Violence 

Filtering technologies 
Black lists contain a list of sites to block. URLs or IP ad­
dress on the black list cannot be accessed, while all others 
can. Black lists are useful for blocking specific sites or 
even specific pages or files within a site (such as a single 
image). The drawback of black lists is that the URL of the 
content must be known before it can be blocked, so given 
the nature of the Internet, keeping black lists up to date is 
a big problem as sites are created and removed everyday. 

White lists operate on a similar principle, except they 
allow access only to sites on the list, and all other sites are 
blocked. White lists provide greater security but also a 
much more limited Internet experience. For example, 
none of the results from a search engine would be accessi­
ble unless they had been previously added to the white 
list. White lists are sometimes useful when very young 
children are using the Internet and there is a desire for 
them to view only a few pages, or when tight controls are 
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Internet Filtering-Top Countries 
The Reporters Without Borders21 and OpenNet Initia­
tive22 produce regular reports about global Internet filter­
ing. Countries identified as having the greatest amount 
of filtered content include: 

• China 
• North Korea 
• Saudi Arabia 
• Iran 
• Egypt (see page 84) 

required - for example, allowing prison inmates access 
only to the web pages for their online learning courses. 

Keyword filters offer more dynamic filtering than lists. 
These filters scan all content (including potentially, email 
and chat content) for banned keywords. Very basic key­
word filters might ban any occurrence of the words, but 
this can easily lead to false positives - blocking of sites 
which are in fact useful. For example, medical sites and 
the University of Essex web site might both be blocked by 
a simple keyword filter which blocks the word 'sex'. 
More advanced keyword filters look at the 'weight' of the 
keywords - how frequently they occur in the page, and 
whether they occur together with other keywords (such 
as 'images'). This can improve the success rate, but all 
filters will suffer to some extent from false positives. Ad­
ditionally, even the best keyword filters will generate 
some false negatives-failing to block content which 
should be blocked. 

Content Ad•llOf 

1 r C~nlen1 that creates fear, int1JT11da1.1on, etc. ,; 
(\ Content that sets a bad example for young chddren 

DepiCtion of alcohol use 
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C ......... ~o~··-····= Um~ed 
Description 

Depiction of drug use onh' in artistic, medical, educcHional, sports or 
news context 

To view the Internet page for this rating service, 
click More Info. 

More rio 

OK ll Cancel II I!J>rJi 

Figure 14-2 Content Rating Systems use web browser controls 
to block web sites with various categories of content. 
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Filtering by individuals 
Internet filtering can also be performed by individual 
home users, organisations, or businesses depending on 
their needs. Businesses commonly filter sites such as 
social networks which might provide a distraction to 
their employees, and inappropriate content such as por­
nography (see page 188). Schools often take a similar 
approach, and are sometimes required to by law (see 
page 228). Families with children may also wish to block 
access to certain pages according to their individual fam­
ily values. 

Internet routers often include a firewall which can be 
configured to block particular sites, and on network 
servers software can be installed to do the same. Several 
modern operating systems include filtering settings in 
their web browser configuration options, allowing the 
computer administrator to be apply different restrictions 
to each user. 

Certain filtering options are easier to circumvent than 
others. Proxy servers, which direct traffic through a sep- · 
arate server before returning it to the user, effectively 
mask the true source of the web pages being download­
ed, avoiding URL black lists. Virtual Private Networks, 
which encrypt all data sent and received, achieve the 
same thing. 

Content rating systems work by categorising a web site's 
content and then configuring a web browser to allow or 
disallow different categories of content. Usually web site 
owners voluntarily rate their content in a set of pre­
defined categories such as drug use, bad language, and 
violence. Web browsers can be configured to allow or 
block each category individually (see figure 14-2). The 
Internet Content Rating Association previously organised 
such a system, but it was discontinued in 2010. The main 
disadvantage of content rating systems is that they are 
voluntary, meaning many sites do not rate their content. 
As such, they are most useful in conjunction with other 
filtering methods. 

Search engine filtering works by requiring search en­
gines to exclude certain sites or topics from their search 
results page. Even if the sites themselves are not blocked, 

filtering them from search results pages can greatly re­
duce the number of visitors they receive. Page 290 de­
scribes examples of search engine filtering. 

DNS poisoning is the process of altering DNS records to 
block access to a site. The real IP address of a target site is 
replaced with the IP address of an alterative page 
(perhaps an error message page), preventing access when 
a computer tries to resolve the address. 

Ethical issues 
Filtering-sometimes referred to as censorship-raises 
many ethical issues. A key issue is whether users should 
be informed when content they try to access is blocked, 
perhaps so they can request access to the content. In 
many cases, including the UK, attempting to access 
blocked content results in a standard Internet 404 'site not 
found' error message, rather than a message explaining 
that the content has been blocked. Most users would thus 
be unaware that their content has been blocked, instead 
believing a technical error had occurred. 

This has the side effect of making accidental blocking of 
innocent sites (false positives) extremely hard to spot, 
because the true cause of the problem is disguised by the 
false error message. Accidental blocking of a businesses 
web site, for example, could cause serious and long term 
impact on the business. In these cases there needs to be a 
quick and accessible way of requesting a review of the 
blocking from the content provider to minimise the finan­
cial loss to the business. 

A lack of transparency in identifying filtered content can 
lead to an undesirable side effect, 'mission creep', where 
gradually more and more content is added to a filter, ex­
panding its role far beyond its originally intended pur­
pose. This could be motivated by social, political, or busi­
ness interests. Without clear indications of what material 
is blocked, it is hard to determine whether 'mission creep' 
is taking place. Several early home web filters, for exam­
ple, were alleged to be blocking the web pages of their 
commercial competitors. In mid 2011, the British High 
Court ordered ISP British Telecom (BT), to block access to 
Newzbin-a site well known for collecting links to pirat-

Exercise 14-1 ~~t.--

Internet filtering is usually done to prevent 'harmful content' being accessed by users. What types of material, if any, 
would you consider so harmful that users should not be allowed to create it or view it online? 

Exercise 14-2 
How might filtering of the Internet-either overtly or covertly-affect our understanding of information and the 
world around us? How could we know if our Internet access was filtered? 



ed material (though hosting none itself) - using technolo­
gy originally designed to block illegal child abuse im­
ages 1• After this success, media companies such as the 
MP AA quickly demanded blocking of access to other 
sites such as the notorious BitTorrent site The Pirate Bay 
(see page 275). The danger here is that systems designed 
to prevent access to illegal content (child abuse images) is 
slowly being used to block material which may not be 
illegal itself. 

However, perhaps the greatest ethical issue related to 
content filtering is determining which content is appro­
priate and which is inappropriate. Cultural diversity 
plays a key role here because ideas about what consti­
tutes 'appropriate' and 'inappropriate' are likely to vary 
greatly from person to person, based on their upbringing, 
religion, culture, and personal beliefs. Overzealous block­
ing risks preventing many people accessing content 
which is acceptable to them, while relaxed filtering risks 
exp?sing people to potentially harmful content. A bal­
ance must be struck when content is considered inappro­
priate for some users-for example children-but ac­
ceptable for adults. Preventing children from accessing 
pornography, for example, is commonly accepted as a 
good idea, yet pornography is generally legal for adults 
to view. 

E-Passports 
E-passports use RFID technology in an attempt to im­
prove security and reduce the chances of passport for­
gery. A microchip embedded in the passport stores data 
including an image of the passport holder and, in some 
countries, biometric data-iris, fingerprints, or face infor­
mation. Using RFID, passport data is sent to customs and 
border control staff wirelessly. The process of reading an 
e-passport is complicated by the need to maintain securi­
ty of the transmitted data, the need to verify the pass­
port's integrity, and the desire to prevent unauthorised 
readers accessing passport data. The steps followed are: 

Authenticate the RFID reader: to ensure that an unau­
thorised person is not trying to access the passport, the 
reader authenticates itself using digital certificates (see 
page 108). This is known as Extended Access Control 
(EAC). EAC is also used to ensure the chip is not a 
clone-i.e. an exact, unaltered copy of another genuine 
passport chip. EAC is not used by all countries. 

Establish a secure connection: to prevent eavesdropping 
by any nearby unauthorised readers, the data is encrypt­
ed before being sent from the passport to the authorised 
reader. This is known as Basic Access Control (BAC). 

Polities :~b9 lGoyernmen 

Figure 14-3 Passport RFID chip-the chip is the black square 
and the surrounding wire is the antenna. 

Verify the integrity of the chip: To ensure that the data 
contained on the passport's chip has not been changed 
since it was issued (for example, by replacing the chip 
with another chip, or by changing the digital photo), the 
data on the chip is signed with a digital signature. This 
signature is checked when the data is read. This is known 
as Passive Authentication (P A). 

Authenticate the passport holder: a biometric template is 
generated from the digital image stored on the passport's 
chip. A photograph of the passport holder is taken at the 
customs point, and a biometric template from this image 
is compared to that stored on the chip (see page 92). 

Criticisms 
A number of criticisms have been levelled at e-passports, 
particularly by privacy and security advocates. A key 
concern is the security of the data held on the passports' 
chips, especially the biometric data. Researchers have 
demonstrated attacks against the e-passport systems in­
cluding successfully reading a passport from an unau­
thorised reader; cloning a passport by covertly reading its 
data from a distance; and using an altered passport chip 
without detection. Many of these attacks rely on the fact 
that not all countries implement the security and authen­
tication methods detailed above. 

Stealing Fingerprints 
In 2008, to highlight security concerns over the use of 
biometric data in passports, the German hacker group 
the Chaos Computer Club (CCC) acquired and pub­
lished a copy of the then Home Secretary Wolfgang 
Schauble's fingerprints. They also attached a plastic film 
copy of the fingerprint to issues of their magazine, al­
lowing users to imitate Schauble's fingerprint by attach­
ing it to their fingers. Although the fingerprint was not 
acquired through a computer related security breach, the 
CCC said they wanted to highlight the ease with which 
fingerprint data can be stolen, and the difficulty of re­
trieving data once it has been made public19

• 
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Political Campaigning 
Barack Obama's campaign for the 2008 US presidential 
election quickly became famous as an example of a politi­
cian leveraging the power of the Internet in general, and 
social media in particular, to communicate with voters. 
Obama's campaign was carefully crafted to make use of 
all the latest technologies available to the electorate: 

• A central campaign web site provided core features 
such as information on volunteering and donating to 
the campaign (www.barackobama.com). 

• Facebook was used to connect with potential voters -
especially the younger part of the electorate. Groups 
supporting Obama as well as the official Obama page 
were used as platforms to discuss issues and­
critically-get feedback from the electorate. 

• YouTube was used to publish key interviews and 

debates, making the content available long after the 
television broadcasts had finished. As with Face­
book, these videos also provided a platform for feed­
back from viewers. 

• Twitter and blogs were used to provide up to the 
minute information on the campaign's progress 

As the number of Internet users has increased, many po­

litical groups have attempted to harness technologies 
such as RSS, email, and web sites to communicate their 
messages and policies, obtain support, and secure fund-

TELL CONGRESS TO 
Posted by Mary on August 31, 201 J 

PresidentObama has called a joint session 
where he'll lay out his plan to get Americans 

to supporters today, he asked Americans to 

action on jobs 

Today I asked for a joint session 
nilllay out a clear plan to 
work. Ne.xtweek,l willdeli,·er 

plan and call on lawmakers to 

Whether theplill do the job they were elected to do 

ing. Users of social networks, blogs and microblogs are 
able to give feedback to politicians about their policies via 
the comment or posting features. Obama's use of social 
media was neither new nor unique - in fact his oppo­
nents, Hilary Clinton and John McCain, both made use of 
these same technologies during the election campaign. 
What made the Obama campaign stand out however, is 
the way in which technology was used: rather than treat­
ing social media as an extension to traditional print and 

news media, it was used to harness feedback from its fans 
and members- as Obama put it 'starting a conversation'. 

These technologies bring numerous advantages for politi­
cal candidates and the electorate alike: 

• 

• 

• 

• 

• 

Direct connections can be made with millions of po­
tential voters through 'friendships', 'likes' and group 
memberships 

Voters can use push technologies like RSS to get cus­
tomised updates on topics which interest them 
Campaign information and updates can be created 
and automatically sent on a much wider range of 
topics than is possible with traditional media, each 
specialised to a particular interest group 
Campaign information can be sent at a much lower 
cost than traditional snail-mail 

Social media can gain support from younger voters 

or first time voters, who may be reluctant to become 
involved in politics 

lliJ 
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This use of social media helped gather the contact details 
of millions of supporters: rather than relying on the old 
direct snail-mail campaigning of the past, the election 
campaign could send instant updates, messages, and re­
quests for opinions directly to millions of people - and at 
minimal cost. Obama was the first presidential candidate 
to decline the $85 million public fund available to him, 
instead raising $747 million through his campaign. $659 

million came from individual donations, with $246 mil­
lion (37%) being micro-payments of $200 or less- many 
of them made through the campaign web site2

• 

In April 2011, Obama launched his re-election campaign 
for the 2012 elections not from the White House, but on 
Twitter and via email, with a link to a YouTube video. 

Electronic voting 
Technology has also been heavily used in the electoral 
process in modern elections. Using electronic voting sys­
tems, voters travel to a voting station as usuat where 
their vote is cast and counted using a computerised sys­
tem. In contrast, online voting or Internet voting in­

volves casting a vote from somewhere other than an elec­
tion station - often the voter's home - using an Internet 
connected computer. 

In optical scanning electronic voting systems, voters 
travel to a voting station, authenticate themselves to elec­
tion staff as usual, and cast their vote on a paper ballot 
slip. A computerised system uses OMR (see page 24) 
technology to assist in counting the ballot slips. Election 
staff may count ballots that the machine cannot read, or 
they may be counted as invalid votes if they are unclear 
or incorrectly completed. Optical scanning systems are 
the simplest type of e-voting system. 

Direct Recording Electronic (ORE) voting machines 
dispense with paper ballot slips, and instead present can­
didate choices on a screen, allowing the voter to cast their 
vote using a touch screen or other input device. These 
votes are then saved in the DRE machine's memory and 
counted later. Votes from DRE machines in different are­
as are totalled to produce the final result. 

Internet voting systems 
A Public Network Direct Recording Electronic system 
(PNDRE) allows voters to cast a vote from any Internet 
connected device. Voters visit an election web site and 

Exercise 14-3 

Figure 14-5 Electronic voting machines 

authenticate themselves using a variety of methods. Vot­
ers in Estonia, for example, use their national identity 
smart cards along with a smart card reader connected to 
their computer. Other systems include receiving authenti­
cation details through snail mail and using these to access 
the voting system. Once a vote is cast, it is transmitted to 
a central location where it is counted. 

Imagine that you are managing a campaign for a presidential candidate. Explain which technologies you would 
choose to use on your campaign. Which technologies would you decide not to use? Why? [10 marks] 
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Whichever method of voting is used, there are three pri­
mary concerns which must be addressed in any voting 
system, paper or electronic: 

Secrecy I security: most countries have secret voting 
rules, meaning it must not be possible to determine for 
whom any individual has voted. 

Authenticity of the voter: ensuring that the voter is eligi­
ble to vote, and that the voter really is who they claim to 
be. 

Integrity of the results: votes must not be added, re­
moved, or changed, and the final results must be correct. 
The votes must be safe from deliberate or accidental alter­
ation, and it must also be possible to verify this later if, 
for example, a recount is required. This requires a record 
of the votes without breaking the ideal of secret voting. 

Comparison of Voting Methods 
Risk Paper Voting 

Integrity: alteration of votes Alteration of paper ballots 
after they have been cast should be detectable. 

Integrity: counting votes 
incorrectly- deliberately or 
accidentally 

Integrity: ignoring some 
votes 

Miscounting is possible. 
Recounts can be used to 
verify the totals. Counting 
and recounting can be 
watched by independent 
observers. 

Possible, if election staff 
tamper with or destroy vot­
ing slips-but difficult as 
they are kept securely 
stored. 

Privacy and authenticity: Private voting booths allow 
ensuring that the voter is not privacy. 
forced to vote for a certain 
person 

Authenticity: making sure 
the voter really is the person 
they say they are 

Figure 14-6 Voting risks 

Identification is checked by 
election staff. 

Advantages 
E-voting and online voting allow quicker and hopefully 
more accurate counting of votes. They can also provide 
greater equality of access - for example, incorporating 
accessibility features for disabled users (see page 29), or 
producing ballot slips in different languages. Online vot­
ing lets voters vote from home, hopefully increasing voter 
tum-out. Computer systems can also warn voters of pos­
sible errors such as voting for too many or too few candi­
dates, reducing the number of spoilt votes. 

Risks 
Although electronic vote counting appears easy, it is actu­
ally fraught with potential problems and unique chal­
lenges related to the integrity and reliability of the results. 
Significantly, most electronic voting machines are black 
boxes - that is, an input is made but there is no way of 
verifying how the machine processes it to produce an 
output. For example, a vote may be cast for one candidate 

Electronic Voting 

ORE machines are 'black 
boxes' - it is not clear that 
votes are counted. No way 
to verify voting later. 

Online Voting 

Similar issues toe-voting 

Accidental miscounting Similar issues toe-voting 
shouldn't happen if software 
is correct. 
Maliciously altered software 
could ignore certain votes. 
No way to verify voting 
later without a paper trail. 

There is evidence that votes Similar issues toe-voting 
can be automatically dis-
carded based on de-
mographics such as race or 
religion. 

Private voting booths allow 
privacy but the voter's iden­
tity must not be recorded by 
the machine. 

Identification is checked by 
election staff. 

Voter intimidation becomes 
easier: somebody could be 
sitting next to the voter 
physically forcing them to 
vote a certain way. 

Slightly more difficult, but 
official identification cards, 
plus biometrics, could be 
used to verify identity. 



but actually counted for a different candidate (or even 
just ignored), and there may be no way to verify this -
even if the on-screen output suggests that the vote was 
counted correctly. This is particularly concerning when 
voting machines produce no physical receipt of the vote, 
meaning recounts cannot be performed. Although the 
total votes may correspond to the total number of voters, 
without a receipt of the vote there is no way of proving 
that each vote was counted correctly. 

Such counting errors could occur accidentally, due to 
software or hardware problems, or be the result of a mali­
cious user interfering with the voting machine's software. 
US researchers found a variety of flaws in voting machine 
software, the physical security of voting machines, and 
the networking systems which connect the machines to 
the central server, allowing the voting software and 
stored votes to be surreptitiously altered3

• The research­
ers claimed that many of the flaws allowed them to make 
untraceable alterations to the voting machines, jeopardis­
ing the integrity of elections. Table 14-6 considers typical 
problems in traditional and electronic voting systems. 

Software and hardware errors can also affect e-voting 
machines. In 2004 in the US, an unknown number of 
votes cast using a Premier voting machine were dropped; 
in 2008 a similar problem occurred in Ohio, with 1000 
votes being ignored. The problem was a result of miscon­
figuration of the touch screen used to cast votes - which 
could have been accidental or deliberate4

• In 2008 a poor­
ly designed user interface was blamed for the loss of 232 
votes in a Finnish election, as voters left the machine be­
fore confirming their selection. 

In 2002 election officials in New Mexico discovered their 
voting machines could only register a maximum of 36,000 
votes per election - a problem which resulted in the loss 
of 12,000 votes. A software fixed was later applied4

• 

Electronic voting in Action 

Solutions 
Voter Verified Paper Audit Trails (VVPAT), also called 
paper audit trails, can be used to verify that votes have 
been correctly cast. A paper copy of the vote is produced 
and this is shown to the voter to verify their choice, then 
kept in a locked ballot box like a traditional vote. Paper 
votes can be counted and compared to the results of the 
electronic voting machine. Not all paper votes need to be 
counted to complete the verification process, and the 
mere presence of a audit trail could discourage those in­
tending to commit election fraud. 

Software verification is also important. Independent ver­
ification of voting software, performed by qualified soft­
ware verification companies, could be used to ensure it 
functions as required. Some election groups are pushing 
for open source voting systems, which would enable any­
body, including members of the public, to verify the soft­
ware for themselves. In order to ensure the software is 
not altered after verification it would need to be digitally 
signed, with the digital signature checked on the election 
day. In 2001, Australian election officials trialled such a 
system, running e-voting machines in state elections and 
posting the source code on the Internet. The system was 
successful, and an academic at the Australian National 
University even spotted and reported a software bug in 
the system, helping to improve the software5

• 

,------------------------------------------------,, l Common Mistake : 
! A common mistake is to think that because anyone can ! 
! edit open source software, it represents a security risk. : 

This is wrong. In fact, in cases such as e-voting, open ! 
source software provides a great benefit because it a!- ! 
lows anybody to verify that the software works correct-! 
ly. There is no security risk to the voting machine be- I 

I 
cause even if a malicious user edited the source code, : 
they would still need to install the new (malicious) soft-J 
ware on the voting machine- not an easy task. : 

I I 

'-- - ------------------ ---------------- ------------~ 

Electronic voting is used partially in several countries including Belgium, Germany, and the United Kingdom, while 
Brazil has exclusively used 400,000 electronic voting machines since 200015

• The US purchased hundreds of electronic 
voting machines after the controversial 2000 presidential election and the Help America Vote Act (HAVA) which fol­
lowed it. However, security, reliability, and integrity concerns have plagued the machines, with certain models being 
decertified in Florida, and other states now require Voter Verified Paper Audit Trails. 

Online voting has seen a slower adoption rate but has been used in Switzerland, Canada, and the United States for ref­
erendums and election primaries, while Australia and France have successfully trialled Internet voting systems for citi­
zens residing overseas (for example, military personnel), replacing the previous system of postal ballots 16

• In 2005 Esto­
nia became the first country to allow online voting in nationwide local elections, with 9,317 people - 1% of the electorate 
-choosing to vote in this way17

• Two years later online voting was allowed in national presidential elections for the first 
time anywhere. 
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Online Government 
Once elected, many governments now use the Internet to 
provide citizens with access to advice, services, and infor­
mation about government operations. The Internet allows 
access to a much wider range of information than would 
be possible with paper based documents, gives 24 hour 
access to government services, and means information 
can be updated more readily. Media-rich government 
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information sites offer advice on topics ranging from 
health to tax and student finance. 

Online crime statistics break down crimes by date, loca­
tion, and type, allowing citizens to compare their neigh­
bourhoods with others, while some sites, particularly in 
the US, go further and even show the addresses and pho­
tographs of registered sex offenders- a move which caus­
es concern amongst some privacy advocates. 

Other less controversial information sites offer detailed 
advice on tax, benefits, insurance, and job issues in detail, 
reducing the number of staff needed to take enquiries 
over the telephone or in person, speeding up the process 
of accessing data, and ensuring citizens have access to all 
pertinent information. 

The nature of the web means government travel advice 
sites can contain up-to-the-minute safety information, 
ensuring citizens are always fully aware of travel news. 
This is particularly important in situations where advice 
may change rapidly, such as during natural disasters, 
disease outbreaks, or terrorist attacks. 

Government services can also be offered online, includ­
ing voter registration and applications for driver's licenc­
es and passports, which helps reduce paper consumption 
and speed up processing time. 

Many governments have tourism ministries which man­
age travel portal sites, designed to promote tourism 
within the country and provide links to a range of infor­
mation, activities, and accommodation options. 

Open governance web sites help hold politicians ac­
countable and promote transparency in government by 
providing large amounts of data on day to day opera­
tions, and collaborating with citizens to ensure effective 
governance. For example, transparency can be improved 
by providing details of government contracts, the ex­
pense claims of ministers, or how frequently ministers 
have attended or voted in parliament. Some governments 
provide data on how tax revenue is spent, including the 
amount spend on operational costs (see Open Government 
in Action, opposite). 

To encourage collaboration, forums, email contacts, or 
'Report' buttons provide an opportunity to discuss issues 
and report instances of poor governance. The UK govern-

Figure 14-7 Online crime statistics (top); government travel ad­
vice for citizens (middle); government information site with infor­
mation on tax, finance, transport, employment, and education 
{bottom) 



Open Government in Action 
Open government, supported and enabled by IT, was one of 
Barack Obama's key policies when he took office as US President 
in 2009. A number of web sites underpin this policy: 

• The main Open Government Initiative site presents back­
ground information about open government and the pro­
gress of governmental policies (www.whitehouse.gov/ 
open). 

• The Government Dashboard keeps track of the progress 
made by individual government departments in meeting 
their goals and targets (www.whitehouse.gov/open/ 
around). 

• 

• 

A variety of blogs operated by different government depart­
ments or stakeholders allow visitors to access information 
on topics which interest them personally. Blogs include the 
Council on Women and Girls, the Council on Environmental 
Quality, and the Council of Economic Advisers 
(www. whitehouse.gov/blog). 

Recovery.gov charts the progress of the government in im­
plementing the 2009 Recovery Act, designed to stimulate 
economic growth. The web site provides information on 
how money is being spent, displays maps of local projects to 
stimulate growth, and allows citizens to report suspected 
governmental fraud, waste, or abuse (www.recovery.gov). 

v,....;-'-""1.,-........._ 
A.routi.dthe GO\'ernment 
'lit Opton ~""~ ~~-· '-1Utd0'1 Ct~~m:t•l ;:~:~ :ii-U :n t".tt:~lt'l1td'l.•.o>o;. OSct' a.·d r.:•.-4 
~ •. .,.. .... :::ft1K!Otrtlltlft'JI:..,Vo,..,,......,._,_.s..,~N<GI~uunr-.lia.-.F.(_,t:>o~r. ... ~~;:..,. 
l , oiJ---ftot~"'~tttow;t 1 p!flaJ-. tltki .... Ct-...~ 
U~a(;HoC,lOi:tflC<I,'t'•·m.n!P:a<~ 

~ '~<>i?'ll <610 Mr,ft;jf<~'=tfa~••Hn:ru:ls"tlan')ft1::,0.,-. .. m.d.P..r.-•::.o:<do ~~~= 

·~•=•'" ~:#o-.:a>~J =!lfiZI:.nl oro~ -lT.a m:<thM~t•·l ~ t4't·.or;; opr;V\l"Mtl:lf.;.t:tn ~Oit<»=:I\:<L 
:;:U!·'J<fb:.,. *"·~ O"ot•ti;W. ~O'J (In lti"n '-«'t n:~....:: ~#O',I:f lltl»U ~n tl~ llt~;.tr.:t•~ l ""'~ 

c:e.-•JJ'\1111. e.-JUIJU--I:I.t.l tr,; t .... 

lt lrM olil,_"oolli111'11 .. l • ti :..... I P~M· ... -· ~.ol .. l..:.tP 
,41:-,..~~•l:.:i>t~~.,~mut ~-or• n.·.t~~tfl!.~orl:oc:»'ot)aou~ti~O<"'I'I liiAot•l(l.o.C~UI"'..:..;!.o::! Tt.e 
::.::·~·.;;.t: 1;-...Lt.:.::~.:.I.:..-:M:::Pt~G-:'fiiJI.""'"+'~D.u•·):l'·litt:l·l .. a,•:•t 

•ut• t t-u ........ 
·-_.1 .. • 

·r~ ,. • <1:.. ·~, TLJ > 

f :' l \l t \II I; F 

Figure 14-8 Open government sites help achieve transparency 

ment even has an e-petitions web site, allowing citizens 
to create digital petitions on any subject and make it 
available for others to sign, with petitions attracting at 
least 100,000 signatures being tabled for discussion in 
Parliament. As of September 2011, the top e-petition on 
the site was 'Convicted London rioters should loose [sic] 
all benefits' with 221,581 signatures, followed by a call for 
'Full disclosure of all government documents relating to 
1989 Hillsborough disaster' with 137,350 signatures. Oth­
er e-petitions include a call for the return of the death 
penalty, campaigns against planned expenditure cuts, 
and a call to make financial education a mandatory part 
of the English school curriculum6

• 

not have Internet access, or are unable to use a computer. 
It is also important to ensure information is available to 
disabled users, which might mean providing documents 
in large print or alternative formats. The basic design and 
layout of web sites also needs to be compatible with the 
hardware and software commonly used by disabled users 
(see page 29). 

Challenges 
Equality of access is essential in the provision of govern­
ment information and services: if citizens lack such ac­
cess, they are effectively no longer being represented. IT 
can both increase this level of access, and potentially de­
crease it. By providing government services online, ex­
penditure on offline, face-to-face services may be re­
duced, which could have a serious effect on those who do 

Authenticity of visitors is not a concern for advice or 
information sites, but is a key challenge for those which 
provide governmental services. To add a signature to an 
e-petition, only a postcode (zip code) and a name is re­
quired. For other services, the challenge is greater. Data 
such as National Insurance or Social Security numbers 
can be used, along with personal details such as dates of 
birth-but identity theft can make these methods vulner­
able too. Specialised cards, such as National Identity 
Cards or voting cards can help, especially if they must be 
physically present to use the site (for example, by using a 
card reader attached to the computer). Biometrics is also 
another possible solution, but raises concerns about the 
privacy of data in government databases. -



Government Databases 
Government databases are the subject of great debate in 
many modem societies. Depending on the country, medi­
cal records, telephone and Internet records, vehicle move­
ments, fingerprints, and travel details may all be recorded 
for extended periods of time in vast databases. It is often 
argued that such databases are necessary to improve gov­
ernment services, enhance national security, and prevent 
crime-while opponents frequently cite concerns over 
security, privacy, integrity, and increased surveillance. 

Medical databases, sometimes called online medical rec­
ords, store details of a patient's medical history and treat­
ment. They can be made available to a wide range of 
medical staff to facilitate effective treatment. As with any 
sensitive data, security and privacy are prime concerns 
when dealing with medical databases. These systems are 
covered in more detail on page 258. 

Transport systems in which passengers pay with smart 
cards are able to store complex data about passengers 
and their movements. Examples include the London Oys­
ter Card system and various European public bicycle 
sharing systems. Such databases allow transport planners 
to view statistics about most frequented routes and ena­
ble them to better plan services, but raise the possibly of 
privacy concerns if personally identifiable information is 
kept. 

In the UK, details are kept of almost every car journey 
made. An extensive network of roadside Closed Circuit 
Television (CCTV) cameras fitted with Automatic Num­
ber Plate Recognition (ANPR) systems use optical char­
acter recognition techniques (see page 24) to read vehicle 
number plates. These systems were originally used in 

Figure 14-9 Bike rental scheme which users access using 
smart cards. User and journey details are usually recorded 

Key Point 
Whenever discussing databases, the most important 
issues are almost always security, privacy, and integri­
ty of the data. 

London to monitor vehicles inside the congestion zone, 
but their use has spread nationwide. Now most major 
roads are covered by the cameras. Vehicle and journey 
details captured by the cameras are stored in a central 
database for 5 years7

• Additionally, the video feeds from 
the associated CCTV cameras are available to the police 
in real time, effectively allowing them to locate and track 
any vehicle at any time. 

Other police databases in use in various countries hold 
personal details including names and addresses, identify­
ing features, vehicle records, and details of stolen proper­
ty. These databases can be checked by police officers 
when stopping suspects, to aid identification, check histo­
ry, or check for any outstanding warrants. Often these 
checks are performed from mobile computers, either in 
police vehicles or handheld devices carried by officers. 

Police databases are also used for the background checks 
required by some professions-for example, teachers and 
lawyers in most countries are required to have a clean 
police record, which is checked before employment. 

Recently there has been a move to store both fingerprint 
and DNA data in police databases-a practice currently 
used in countries including the UK, the US, France, Ger­
many, and Norway. DNA databases contain both sam­
ples taken directly from arrested suspects and samples 
taken from crime scenes. In some cases this has allowed 
perpetrators of crimes to be caught years later when their 
DNA was taken during an arrest for another offence. 

However, the practice of storing DNA data has been 
questioned, especially in the UK and some US states, 
where DNA samples are taken from everybody arrested. 
In the UK, an individual's record (including DNA data) is 
kept for at least 6 years, even if they are released without 
charge. As of 2009 the UK's National DNA Database held 
4.5 million records, including those of 850,000 individuals 
never convicted of a crime, plus 150,000 children under 
188

• 

Schools are also increasingly taking fingerprint samples 
from their students, often to replace traditional student 
identification cards. Sometimes this has even been done 
without parental permission. While fingerprints prevent 



a host of problems, including lost cards and problems 
related to students carrying cash, privacy and security 
issues are still present. This is especially relevant since a 
biometric data is irrevocable if lost or stolen. 

Telephone call databases are kept by most telecoms 
companies. These databases record the time of calls, the 
caller and the call recipient numbers, and the length of 
the call, but do not record the call itself (among other 
reasons, because of the storage requirements). If calls are 
made to or from a mobile phone, the location of that 
phone, as determined by its position relative to mobile 
phone masts, may also be recorded. 

Concerns 
Key concerns about government databases often involve 
the size of the databases, the length of time for which 
data is kept, and the intended use of the data. Databases 
often suffer from 'mission creep' - where their purpose 
rapidly expands from the original intentions. The British 
Police National Computer, for example, started in 1976 
with records of stolen vehicles, but now contains millions 
of personal records (including fingerprint and DNA data) 
and records for each of the 48 million drivers in the UK. 
Although the Data Protection Act provides regulation 

Failed Database Initiatives 
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regarding data use and retention, it makes exceptions for 
cases where national security is concerned. 

Data matching and data mining techniques, discussed on 
page 158, are also often applied to government databases, 
and this raises further concerns about secondary use of 
data. 

Security is also a concern. A number of high profile data 
releases-including the loss of 25 million data records by 
the British Revenue and Customs-highlight the risks of 
storing large amounts of data in a single database (see 
page 17). Even with good security measures, the large 
number of potential users for these centralised databases 
significantly increases the risk of data loss. 

The following government databases have all been scrapped over concerns about information security, privacy rights, 
or cost. 

ContactPoint: A UK initiative to include the names and addresses of every child and vulnerable young adult in Eng­
land - up to 11 million records. The database was created in response to the alleged failure of social services to prevent 
the abuse and death of a child in England in 2000, and cost £224 million. Its aim was to improve communication be­
tween the police, social services, and health workers, though its creation was controversial. The database was shut 
down in late 2010 after campaigning by civil liberties groups and fears that the database may be breaking European 
Convention on Human Rights18

• 

Communication 'super database': plans for a database of all email, Internet communication, and telephone calls in the 
UK were scrapped in 2010. The law would have required Internet Service Providers and telecommunications compa­
nies to hold onto the communication data-but not the actual call content-of their customers for up to a year. Up to £2 
billion was spent on the scheme before it was scrapped25

• 

National Patients' Record Database: the 'spine' of the UK's National Programme for IT has been plagued with prob­
lems, project delays, and unpopularity since its inception. The requirements and scope of the system have slowly been 
changed as the project has been gradually scrapped. See page 316 for more details. 

British National Identity Register: A database designed for use with the British National Identity Card, which would 
be legally required for all citizens. The database was designed to reduce terrorism by improving the verification of iden­
tities. The system was partially rolled out in 2006 but was extremely unpopular and was abandoned in 2010. Along 
with it, plans for a new generation of e-passport with additional biometric features (see page 293) and a corresponding 
database were also scrapped. 
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Military use of IT 
Computer training software allows military units to prac­
tise a large variety of situations without risking the safety 
of soldiers or incurring great expense. With the appropri­
ate software, almost any location, any enemy, and any 
situation can be recreated digitally, allowing soldiers to 
perfect their tactics and hone their skills. 

Large, expensive simulators which recreate an aircraft 
cockpit or a ship's bridge are often used to train pilots 
and naval personnel (see page 180), but even infantry 
soldiers can benefit from technologically enhanced train­
ing systems. Some of these systems, like the virtual envi­
ronments used at the US Army's Non-Commissioned 
Officers' Academy's (NCOA) may look like computer 
games, but they are highly detailed, multiuser, net­
worked systems featuring realistic terrain and missions 
based on real military operations (see figure 14-10b). They 
give officers and squads the chance to practise giving and 
following orders, and obtain valuable practical experi­
ence of the theories they have learnt in the classroom. 

Virtual reality, such as the Future Immersive Training 
Environment (FITE) systems, use virtual reality headsets 
or goggles to place a 'wrap around' image close to the 
soldiers' eyes, removing their view of the world around 
them and thus increasing the immersion of the experi­
ence. In these systems soldiers practise missions with the 
equipment and weapons they will use in real combat, 
allowing them to familiarise themselves with the equip­
ment's use and weight, again improving the realism (see 
figure 14-lla). Tactile feedback devices attached to a 
soldier's leg even cause a physical sensation when he is 
shot or injured. 

If significant movement is required, only a large empty 
space is needed to allow the soldiers to move unobstruct­
ed while the virtual reality system generates the environ­
ment around them (see figure 14-llb). This is a significant 
advantage over a traditional physical training environ­
ment, as scenarios can be quickly reconfigured by moving 
virtual walls and buildings to create any desired situa­
tion. 

Mixed reality systems, as their name suggests, use a com­
bination of physical training environments and technolo­
gy. A physical training environment gives soldiers a 
sense of the actual sights, sounds, and even the smells 
and explosions of the combat environment, while com­
puter images projected on the walls show hostiles and 
civilians (see figure 14-llc). These images are much more 
versatile than cardboard targets, being able to move, react 

-

Figure 14-10 Flight simulators are commonly used to train pilots 
(top); computer game style software can help soldiers practice 
team tactics (bottom) 

to the soldiers' presence, and behave in an unpredictable 
manner-for example, a gunman who initially poses as a 
civilian, or a civilian who runs in fear. Avatars can even 
be configured to speak a different languages depending 
on the location being simulated. Heat and light sensors in 
the projectors detect when soldiers fire their weapons and 
calculate where on the projected image the shots would 
have landed. 

A key advantage of all of these systems is the ability to 
record videos of 'missions', allowing soldiers to study 
their performances and hone their skills. Their versatility 
also allows them to be reconfigured to match the very 
latest conditions soldiers are facing on the battlefield, for 
example by including the latest techniques or tactics used 
by the enemy. Simulator operators regularly interview 
serving soldiers to discover the challenges they faced in 
combat-and then incorporate these into the simulator 
systems9

• This ensures soldiers have as much realistic 
experience as possible-a critical factor in determining 
their safety when they are deployed. 

In addition to training for combat roles, virtual reality 
systems are also used to treat soldiers diagnosed with 
Post Traumatic Stress Disorder (PTSD), by recreating the 



Figure 14-11 Soldiers go on patrol in a virtual Humvee, using 
virtual reality headsets (top); Soldiers inside the Future lmmer­
sive Training Environment (FITE) using virtual reality goggles 
(middle); The Infantry lmmersive Trainer combines physical 
environments with virtual civilians and hostiles (bottom) 

environments and experiences they encountered while 
serving (see page 260). A trained psychologist uses the 
virtual reality system in conjunction with traditional 
counselling techniques. 
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Battlefield technology 
Future warrior systems, sometimes known as wired sol­
diers, use information technology to increase an army's 
tactical advantage over the enemy by improving commu­
nication between individual soldiers, units, and com­
manders. Many countries are investing in such systems, 
including the US, UK, Finland, South Africa, India, and 
Israel. 

A key component of these systems is providing tactical 
information to individual soldiers on the ground. This 
includes the location of friendly forces, known enemy 
positions, routes, and the locations of military objectives. 
This information can be displayed on a small portable 
computer or using on a visor mounted on the soldier's 
helmet. Augmented reality displays (see page 280) might 
even be used to overlay data on the surrounding environ­
ment. In some cases, screens have been connected to cam­
eras mounted on soldier's weapons, allowing them to 
shoot over obstacles or around comers without exposing 
themselves to the enemy. 

It is hoped the information pro­
vided by these technologies will 
reduce the danger soldiers face 
from entering unknown situa­
tions, as well as increasing 
their effectiveness. Greater 
situational 
should 

awareness 
reduce the 

chances of 'friendly fire' 
accidents by making 
soldiers aware of the 
location of other friendly 
forces. 

Another key component of 
the future warrior concept 
is the monitoring of a sol­
dier's condition. While GPS 
data is needed to provide the 
information discussed above, 
further sensors could be 
used to monitor a soldier's 
heart rate, stress levels, and 
general health status. This 
system could provide au­
tomatically alerts if, for 
example, a soldier stops 
moving for a long peri-
od of time. 

Figure 14-12 US Land Warrior equipment implements a number of future warrior concepts 
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The US first trialled their Land Warrior system in military 
exercises in the year 2000, to some success. Ergonomic 
design remains one of the biggest challenges of future 
warrior systems: equipment has to be rugged enough to 
withstand the harsh conditions of battle, but also light 
enough to be carried by a soldier who already carries 
many kilograms of equipment. There is also a fine line 
between providing a soldier with useful information and 
causing a dangerous obstruction to his vision. 

A final consideration is that information systems like the­
se need to update in real-time to keep up to date with the 
fast changing pace of battle. Lags in network communica­
tion or processing data are not acceptable, as out of date 
information-for example, about friendly soldiers' posi­
tions-could be worse than no information. 

The ultimate goal is to incorporate future warrior systems 
into a vast battlefield network, where information about 
all assets, friendly or hostile, is kept and updated in real 
time, allowing military commanders to visualise the 
battlefield. Such a detailed overview would provide a 
clearer picture of events as they unfold, reduce miscom­
munication, and allow greater coordination of forces. 

Smart weapons 
Unmanned Aerial Vehicles (UAVs), also called drones, 
are now commonly used by US and other military forces. 
The most common drones, the Predator and the Reaper, 
can fly at up to 15 kilometres above the battlefield for 
more than 10 hours12

• UAVs are often used for target 
tracking and surveillance, being able to discretely follow 
targets wherever they go. They are also equipped with 
weapon systems to provide air support for friendly forc­
es, and infrared cameras to see through dust and in the 
dark. UAVs are expensive (over $10 million in the case of 
the Reaper), and have been implicated in incidents which 
have caused civilians casualties, but they also reduce the 
risk to which ground soldiers and conventional pilots are 
exposed. 

The Reaper and Predator UA Vs are remotely controlled 
by pilots who could be thousands of kilometres away. For 
Iraq-based UAVs, many pilots operate from the US, re­
ceiving real time feedback from the UA V via its video 
cameras, and using a joystick to move the drone and fire 
its weapons. The pilots work in shifts, and are often able 
to return to their homes and families at the end of the 
day. 

UAVs are not only used in military conflicts. Unarmed 
versions of the Predator are used in the US to monitor the 

Figure 14-13 Reaper UAVs are commonly deployed in Iraq and 
Afghanistan (top), operated by pilots thousands of miles away 

(bottom) 

US-Mexico border for illegal immigrants and drugs 
smugglers. The drone's capabilities allow it to fly high 
enough to stay out of sight, yet still spot illegal border 
crossers at day or night. UA V operators then report the 
location to ground based border guards. A similar system 
is used over the Indian Ocean, where pirate attacks on 
shipping have become a significant problem in recent 
years13

• 

Precision guided weapons-sometimes called smart 
bombs-use a variety of techniques including lasers, 
infrared cameras, and radar to guide a missile or bomb to 
its target with greater accuracy. Modern weapons can 
even use the Global Positioning System to improve accu­
rate further. 

Precision guided weapons were used in both Gulf Wars 
as well as Afghanistan, where it is claimed their im­
proved accuracy reduces the need to use more powerful 
explosives, thus reducing the risk of collateral damage. 



Military Robots 
Robots (see chapter 16) are used in a variety of military 
roles. Robots like the BigDog are being developed to 
transport heavy loads and the US military is even investi­
gating driverless vehicles for supply tasks (see page 347). 

Bomb disposal robots, remotely controlled by soldiers, 
are a valuable tool that reduce the dangers soldiers face in 
this task. Similarly, smaller scout robots equipped with 
cameras can be used when entering unknown buildings 
to check for hidden enemies. 

The SWORD robot is a high speed robot equipped with 
weapons which can be remotely controlled by soldiers, 
from several hundred metres away23

• Robots are covered 
in more detail in chapter 16. 

Cyber-terrorism and Cyber-warfare 
Cyber-warfare is the use of attacks on the computer net­
works of an enemy in order to damage infrastructure or 
morale, or to spy on their systems. Cyber-warfare could 
be committed instead of regular warfare or as a precursor 
to it, giving attacking forces a tactical advantage. 

Common targets of cyber attacks would be infrastructure 
such as power grids, water treatment plants, and emer­
gency response systems. Damaging or disabling these 
could reduce a country's ability to defend itself- for ex­
ample, by being unable coordinate emergency services to 
treat casualties, being unable to power defences, or simp­
ly by military commanders being unable to coordinate 
their actions. 

Viruses, Trojan horses, or other malware can be used as 
part of a cyber-warfare campaign to infect and damage 
enemy computers. Denial of Service (DoS) attacks could 
also be used to bring networks down. Alternatively, 
attackers could gain access to enemy systems to monitor 
and copy data, possibly providing critical information 
about defence systems and plans. Even the Pentagon has 
been infected in this way (see page 98). 

NASA, the US Defence Threat Reduction Agency, the 
Pentagon, and the US power grid system have all 
suffered computer intrusions in recent years 11

• The Stux-

Exercise 14-4 
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Autonomous drones? 
Artificial intelligence could eventually be built into 
UAVs, with AI routines supporting the human operator 
by determining whether its target is friendly or hostile. 
Once a target has been determined, the software could 
determine the appropriate amount of force to use, based 
on the results of past actions and details of the sur­
rounding area (such as the proximity of civilian houses, 
schools, or hospitals). Such systems could help achieve 
military goals while reducing the risk of collateral dam­
age. Of course, the idea of handing potentially life-or­
death decisions to a computer algorithm raises a great 
number of ethical questions-not least of which is 
whether this is an appropriate direction in which to 
develop the field of AI. 

net virus (see page 97) was specifically designed to target 
the SCADA (Supervisory Control and Data Acquisition) 
control systems used in industrial systems, while the US 
Department of Defense, Department of State, Department 
of Commerce, and Department of Energy lost several 
terabytes of information in a series of hacking attacks 
during 200711

• The source of the attacks was never made 
public. In November 2011 it was widely reported that 
computer hackers had gained access to a water treatment 
planet in Illinois, US, and destroyed a treatment pump by 
rapidly switching it on and of£24

• 

There is also fear that cyber terrorism - terrorists attack­
ing infrastructure using the methods described above -
has also risen in recent years. In 2008 the US Department 
of Homeland Security claimed the threat of cyber terror­
ism is as serious as the attacks on the World Trade Center 
in 2001 - the British governments have made similar 
claims. 

Defending against cyber-attacks is extremely difficult as 
no computer system can be made 100% secure, and hu­
man weaknesses such as choosing a poor password or 
inserting an unknown flash drive into a computer can 
circumvent even stringent security measures. Once infect­
ed, systems can remain under foreign surveillance for 
extended periods-possibly years-and it can be difficult 
or impossible to discover which information was compro­
mised or who the perpetrators were. 

What makes cyber-terrorism a tempting option for terrorists? Identify some systems which might be vulnerable, and 
outline the consequences of cyber-terrorism attacks on them. [4 marks] 

Exercise 14-5 
What solutions can be implemented to reduce the threat of cyber-terrorism. Do you think cyber terrorist attacks on a 
large scale are likely to become a reality? Explain your answer. [6 marks] 
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Chapter Review 
Key Language 

ANPR 
augmented reality 
battlefield network 
biometrics 
black boxes 
black list 
CCTV cameras 
Children Internet Protection 
Act (CIPA) 
content rating 
cyber-terrorism 
cyber-warfare 
Denial of Service attack 
DMCA 
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DNA database 
DNS 
DNS Poisoning 
DRE voting machine 
drone 
e-passport 
e-petition 
electronic voting 
false negative 
false positive 
filter 
firewall 
future warrior 
GPS 

Internet voting 
Internet Watch Foundation 
IP address 
keyword filter 
micro-payments 
mission creep 
mixed reality 
online voting 
open government 
optical scanning electronic 
voting system 
PNDRE 
precision guided weapons 
RFID 

simulation 
smart weapons 
software verification 
tactile feedback 
Unmanned Aerial Vehicle 
URL 
virtual environment 
virtual reality 
virtual reality headset 
Voter Verified Paper Audit 
Trails 
weighted filter 
white list 
wired soldiers 

Many government databases store millions of records and have thousands of authorised users. Discuss the additional 
security and privacy challenges which are created by such large databases accessed by so many users.[8 marks] 

Extended Learning: WikiLeaks-Hero or Villain? 
WikiLeaks-not to be confused with Wikipedia-is a site which publishes classified and secret material leaked from 
governments and organisations by whistle-blowers, often in violation of the law. The site uses numerous mirrors to 
spread its material, and uses advanced public key encryption (see page 107) to ensure the anonymity of its sources. 

WikiLeaks' early leaks focused on documenting governmental corruption, including financial and police corruption 
in Kenya, alleged prisoner abuses at the US Camp Delta (Guantanamo Bay) detention centre, and various political 
leaks including then presidential nominee Sarah Palin's email account20

• WikiLeaks leapt into the media spotlight in 
April 2010 when they released a classified video from a US Apache attack helicopter. The video showed a military 
operation in Iraq in which two innocent Reuters journalists were killed and two young children seriously wounded, 
and appeared to show an indiscriminate attack, contradicting the official Pentagon account of the incident. The release 
attracted more controversy when the source was revealed as a US Army Private, leading to his imprisonment. 

Since then WikiLeaks has released thousands of government documents and cables, though many of them failed to 
have the impact of previous releases. Then, in September 2011 WikiLeaks published over 250,000 US government ca­
bles, many of which carried the governmental warning 'Strictly Protect' - meaning they named individuals such as 
informants, who would be in danger if identified. The move drew widespread condemnation, including from previ­
ous WikiLeaks supporters such as Reporters without Borders and several major European newspapers, and left many 
people wondering about the exact nature of WikiLeaks' mission. 

Exercise 14-7 
Research the materials WikiLeaks has released. Discuss whether it is ever justified for a web site to host or distribute 
documents which are secret or classified, knowing that doing so may break the law. [8 marks] 

Exercise 14-8 
Explain the technological developments which make it so hard for the authorities to stop or shut down sites like Wik­
iLeaks. [4 marks] 
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Exercise 14-9 
Internet Service Providers are often considered to be 'conduits of information': they provide customers with the means 
to access the Internet but do not generally interfere with that information (see page 291 for exceptions to this). There is 
no doubt that some of the information accessed by some customers is illegal - whether it is abusive material or illegal 
downloads of copyrighted films. Discuss whether ISPs should be held responsible for illegal activities which occur 
using their networks. What measures would need to be taken for ISPs to prevent such activities? [8 marks] 

Exercise 14-10 
Describe the measures governments could take to ensure online documents are accessible to citizens who lack access to 
a computer or the Internet. [4 marks] 

Exercise 14-11 
Consider the following web 2.0 technologies: wikis, blogs, RSS, streaming video, podcasts, mashups. Explain how each 
could be used by the government to improve communication with its citizens. [24 marks] 

Exercise 14-12 
Research the use of biometric data in schools, for example for registration purposes. As a student, would you be happy 
to submit your data for such a system? If you were a parent, would you be happy for your child's data to be held in 
this way? Explain your answer. [6 marks] 

Exercise 14-13 

(a) (i) Define the term cyber-warfare. [2 marks] 

(ii) Describe two technical methods which can be used to filter Internet access. [4 marks] 

(b) Explain the steps involved in the process of filtering Internet access. [6 marks] 

(c) Internet filtering performed by governments is usually very effective in blocking content for all citi- [8 marks] 
zens. To what extent is this preferable to allowing individual families and businesses to filter their 
own content as they wish? 

Exercise 14-14 

(a) (i) Define the term avatar. 

(ii) Distinguish mixed reality and virtual reality. 

(b) Explain the advantages of using software simulations for training purposes. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) Discuss the integrity and reliability issues that might occur when UAVs are used. Evaluate your an- [8 marks] 
swer. 

Exercise 14-15 

(a) (i) Define the term RSS. 

(ii) Distinguish online voting and electronic voting. 

(b) Explain how a user of an online voting system could be authenticated. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) Analyse the issues of security, reliability and integrity, and equality of access in relation to electronic [8 marks] 
voting and online voting. To what extent do the benefits of these methods outweigh the drawbacks? 
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Chapter 15 

IT Systems in Organisations 
As demonstrated throughout the ITGS course, organisations and individuals in all areas of society rely heavily on infor­
mation technology. Yet designing, developing, installing, and changing over to new IT systems is still an area that caus­
es great problems for many organisations, and often results in failure and wasted money. This chapter examines the 
steps involved in analysing, designing, developing, using, and supporting IT systems effectively in organisations. 

Types of Development 
When an organisation decides to investigate a new IT 
project, it can choose from two fundamental types of soft­
ware to meet its needs: off-the-shelf software and cus­
tom I bespoke software. Off-the-shelf software, as its 
name suggests, is software that is widely available for 
general purchase from software vendors. This might be 
general application software used by many types of or­
ganisations, such as office software suites, or it may be 
more specialised to a particular type of business (for ex­
ample, school information management systems). 

Custom I bespoke software is created specifically for a 
single organisation. Usually the organisation hires a soft­
ware development company, but it may also have its own 
software developers in house. The developers analyse the 
organisation's needs and design software specifically to 
meet them. 
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Figure 15-1 An Integrated Development Environment (IDE) offers 
programmers many tools to help them create software -

• 

Businesses might employ bespoke software if it is more 
tailored to their needs than off-the-shelf software packag­
es. At the larger end of the scale, corporations like NASA 
or Boeing contract software developers to create their 
software (it is obviously very difficult to walk into a shop 
and buy a shuttle control program off-the-shelf!). 

Development Tools 
Software developers use a variety of programs to create 
new software. A text editor is used to enter the program's 
source code, a compiler translates the source code into 
machine code, and debugging tools to help find and fix 
errors in the program they are creating. Often these tools 
are packaged together in an Integrated Development 
Environment (IDE). Many IDEs also offer tools to create 
graphical user interfaces for programs by dragging and 
dropping components on the screen. 

Legacy systems 
A legacy system is a computer system that is no longer 
available for purchase or is no longer supported by the 
manufacturer. A legacy system might be just a few years 
old, or it could be decades old. Some legacy systems may 
operate on (and even require), certain very old hardware 
which is no longer available. Others may only run on 
older operating systems and not be compatible with mod­
em versions. Sometimes the manufacturer of a legacy 
system no longer exists, and in other cases the manufac­
turer has dropped support in favour of more recent prod­
ucts. This usually means updates and security fixes will 
not be available for the system, which can be a significant 
problem for organisations. 

Often organisations continue to use legacy systems be­
cause they are essential to their operation and there is no 
easily available replacement. Replacing a legacy system 
with a new one may be cost prohibitive, and with very 
old software, it may be extremely difficult to convert data 
from a legacy system to a new format. This might be 
made harder by a lack of knowledge of the system: the 
original designers of the system may have retired, docu­
mentation may be absent, or undocumented changes may 
have been made since the original installation . 

If the system was written in a older programming lan­
guage, it can be very difficult or expensive to find soft-



Off the Shelf Software 
Advantages 

There are many more users, meaning there is usually 
more support available in terms of documentation, 
books, and user groups. 

Data and file compatibility with other systems 
(including customers' and partners' systems) may be 
greater because the software is widespread. 

The cost is usually lower. 

Installation may be easier. 

The software vendor will have a large 'knowledge 
base' of common errors and their solutions. 

Software has been extensively tested (both by the 
vendor and by thousands of users!). This reduces the 
number of serious bugs the software contains. 

Custom I Bespoke Software 
Advantages 

The software can be customised to the organisation's 
precise needs, including features and the user inter­
face. 

IT Systems in Organisation~~ 

Disadvantages 

Off-the-shelf software is a 'one size fits all' solution: 
it might not do everything the organisation wants it 
to do, and it might include many features which 
they pay for but don't need or use. 

Because the software vendor has thousands and 
thousands of customers, a single organisation is not 
very important to them in the grand scheme of 
things. This means that if they want a change or a 
new feature, they are very unlikely to get it unless it 
is in great demand by many users. 

Disadvantages 

Selecting a competent software developer is difficult, 
especially for managers who may not have software 
development experience. 

Changes or additional features can usually be added The price is significantly higher than off-the-shelf 
later on request. software. 

Having software developed to your precise needs Specifying precise requirements for projects, espe-
can give a great competitive advantage. dally large projects, is difficult and error-prone. 

ware developers who have the necessary skills to under­
stand the program's source code-or the source code may 
just be unavailable. 

Finally, if a system works, an organisation may not want 
to replace it. This is especially true if the only problem 
with the legacy system is its age (i.e. it performs all the 
desired functions). In these cases it is quite common to 

Development can take a long time. 

If the software developer does not provide the 
source code to the project, you are locked-in to using 
them for help and support. 

If the software developer's business fails, you are left 
completely without help, support, or upgrades (this 
is true for off-the-shelf software companies too, but 
bespoke developers are often to be smaller opera­
tions, and more vulnerable to market forces) 

develop a new user interface which interacts with the 
legacy system 'behind the scenes' -such as a web based 
interface to replace a text-only command line interface. 

Nevertheless, legacy systems cause problems for organi­
sations. Older hardware and older operating systems 
require personnel with rare skills to support them, and 
these people are often more expensive to hire. A 2011 
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report suggested that the US government spent 46% of its 
annual $36 billion IT budget on maintaining legacy sys­
tems1. 

Emulation and Virtual Machines 
One solution to using legacy systems in a modern envi­
ronment is to employ a virtual machine (VM), which 
creates a virtual 'computer' running inside a window, 
like a regular application program. This virtual computer 
is independent of the host computer and can be paused, 
shut down, restarted, and modified at will. It runs its own 
operating system and software, independent of the host 
computer. Virtual machine software typically allows con­
figuration of the virtual computer's hardware, including 
the amount of RAM and the size of the hard disk. Often a 
single large file is used to represent the 'hard disk' of the 

Legacy Systems 
Year 2000 problem 

virtual computer. Virtual machines are useful for running 
legacy applications that need older operating systems (for 
example, an application program requiring Windows 3.1 
could run in a virtual machine running Windows 3.1 on a 
host running Windows 7 or Linux. 

If the legacy system requires hardware which is signifi­
cantly different from the host computer (for example, it 
requires a different processor or mainframe hardware), a 
virtual machine may not be enough, and a program 
called an emulator may be needed. An emulator is a soft­
ware recreation of an entire system's hardware including 
its processor and associated hardware. Like a virtual ma­
chine, an emulator allows the user to run the emulated 
system in a window inside an existing operating system, 
although there may be a performance reduction. 

The 'Year 2000 problem' or 'millennium bug', described on page 62 highlighted problems with legacy systems which 
failed due to changing requirements (in this case, date calculations occurring over the end of a century). 

Comair Scheduling System 
In December 2004 US regional airline Comair had to cancel all 1,160 of its flights, involving 30,000 passengers, due to 
record snow levels in the United States. When Comair staff tried to reschedule the flights after the weather improved, 
they were hit by a problem in their software, which had been programmed to only accept a certain number of changes 
to flights each month. Cancelling and then rescheduling over 1,100 flights exceeded that limit, and the software prevent­
ed staff from making additional changes. 

The flight scheduling system involved was a legacy system created in 1986. It was written in FORTRAN and ran on a 
different hardware and operating system platform from all of Comair's other systems (IBM AIX rather than HP Unix). 
Nobody in Comair knew of the limit on the number of flight changes per month. This can be attributed partially to the 
fact that nobody at Comair had experience with the FORTRAN programming language, and partially because when the 
system was created in 1986, Comair was a much smaller company- so making such a large number of flight changes in 
one month was unthinkable. Comair's problem with the scheduling software is estimated to have cost it $20 million and 
led to the replacement of its CEO. In many ways the Comair problem was similar to the Year 2000 problem- program­
mers created systems which originally worked as intended, but later failed because of changing requirements. 8 

TOPS Railway System 
TOPS (Total Operations Processing System) was a system for managing railway stock and locomotives, developed by 
US company Southern Pacific Railroad in the early 1960s. TOPS was advanced for its time, computerising all paper rec­
ords for each item of stock and allowing the records to be viewed by users with computer terminals across the country. 
The system was purchased and used by Canadian and British railway companies during the 1960s. 

Like many systems of its time, TOPS was written in a programming language which is no longer used - in this case, a 
subset of the assembly language used by IBM mainframes. Finding programmers fluent in this language is not easy. 
Additionally, TOPS has been modified over time by its different users, and many of these changes have not been docu­
mented. The difficulty of modifying (or even understanding!) the existing TOPS code, the need for the system to be 
online 100% of the time, and the fact that TOPS performs its desired functions well, have contributed to it still being in 
use today. In some cases new user interfaces have been written to provide a more user friendly 'front end' than the orig­
inal TOPS text-only display, but the underlying data is still managed by TOPS.9 

-



System development lifecycle 
The System Development Life-cycle (SDLC) refers to the 
stages involved in creating an IT system - from the mo­
ment it is first suggested, to its delivery to the customer, 
and- critically- as it is maintained through the rest of its 
life (maintenance is estimated to make up 75% of a soft­
ware project's cost10

). The SDLC is critical in ensuring an 
appropriate system is developed, and that it meets the 
client's needs in terms of features, usability, cost, and 
time, and avoids being one of the many projects which 
fail (see page 316). 

Various sources quote slightly different stages to the 
SDLC, using different names or merging certain stages 
together, but the key stages, which will be covered in 
more detail later in this chapter, are: 

Analysis: An investigation of the current system (manual 
or computer), the needs of the client, and the possibility 
of creating a solution. After this stage it may be decided 
to progress with creating a new system, or that the bene­
fits do not justify the costs. 

Design: the planning of a solution to meet the needs of 
the client which were identified in the analysis. 

Development (also called Implementation): the creation 
(programming) of a system, following the design previ­
ously created. 

Testing: ensuring that the system functions correctly, as 
determined by the requirements generated during the 
analysis stage. 

Installation (also called Delivery): installing the software 
and any necessary hardware, usually at the client's or­
ganisation. This may also involve removing the old sys­
tem and transferring any required data from it to the new 
system. Training is also required to help users under­
stand the new system. 

Maintenance: updates and changes made to a system to 
fix bugs, improve performance, or add new features. In 
large systems which are used for many years, mainte­
nance can form a large part of the project's total costs. 

Analysis Stage 
The analysis stage of the SDLC involves investigating the 
current system (be it manual or computerised), determin­
ing the organisation's requirements for a new system, 
investigating possible solutions, determining which (if 
any) are feasible, and choosing the most appropriate. To 
be successful, the analysis must involve all key stakehold­
ers including the client (the person or organisation com­
missioning the project) and the end users (the people 
who will use the system when it is complete) -these may 
be the same people. The key components of analysis are: 

Determining project goals. The aim of project, and also 
its limitations (its scope) must be carefully defined during 
this phase. When a proposed project will work as part of 
a larger system (whether manual or computerised), it is 
important to know where the responsibility of each com­
ponent starts and ends. 

This stage is critical because a project with poorly defined 
goals is unlikely to be successful-the developed system 
may either solve a slightly different set of problems, or 
try to solve problems which are outside the project scope. -

( \ 

\ ) 

---
Figure 15-2 The system development life cycle -
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Project Development Roles 
The project manager is responsible for the overall pro­
gress of a project, ensuring it stays on time, in budget, 
and needs the client's needs. 

Analysts, or systems analysts, document the current 
system, finding its problems and areas for improvement. 
A development manager oversees programmers as they 
create the system specified in the design. 

Information system managers are responsible for all IT 
purchases, deployments, and systems within an organi­
sation. Support staff train users and help them with 
problems as they occur. Database administrators and 
network managers perform similar jobs in their specific 
areas. 

Data collection: To fully understand the current system, 
data about it must be collected from users, managers and 
administrators, and any existing documentation. A varie­
ty of methods are used to gather data from users: ques­
tionnaires are useful when large amounts of data must be 
collected, but need to be carefully designed to provide 
accurate and useful data. Users may also provide answers 
they believe they are 'supposed' to give, rather than accu­
rate answers, especially if they feel that their job may be 
under threat from new IT developments. Face to face 
interviews have the advantage of allowing questions to 
be added or changed in response to users' answers, and 
allow clarification to be sought on any unclear issues. 
However, interviews are time consuming. System devel-
opers may also observe users to see how they interact 
with the current system, the processes they use, and 
the output they produce. This can produce a more 
realistic overview of the current situation, especially 

typically divided into two areas. Functional require­
ments cover features the system should have, including 
input, output, storage, and processing requirements, and 
the user interface. Non-functional requirements are limi­
tations on how the system should work - for example, 
being required to run on a certain hardware platform, 
produce results within a certain time after user input, and 
be completed within a certain time period and budget­
these are also known as constraints. 

Identification of possible IT solutions: Many projects 
have several possible solutions, ranging from keeping the 
existing system if replacement is not feasible, to com­
pletely replacing the old system with a new IT solution. 
In some cases it may be viable to implement a new solu­
tion which extends the functionality of the existing solu­
tion, or works with it. 

Feasibility study and justification of solution: At this 
stage, a solution has to be chosen-which may mean de­
ciding to continue with the current system, implement 
one of the suggested IT solutions, or use an alternative 
manual system. Whatever the choice, a business case 
must be made, justifying it in terms of time and cost to 
design, develop, and implement, versus the predicted 
benefits it will bring. It must also be feasible in terms of 
the skills, equipment, time, and money available. Some­
times a SWOT (Strengths, Weaknesses, Opportunities, 
Threats) analysis is done to help determine the feasibility 
of the solution. 

Start Finish Working Resp~ible 

Days 

if users are passively watched (for example through a Task Al 
video camera rather than by somebody sitting next to 
them). Task A2 

12/9/2011 

1919/2011 

19/9/2.011 

16/9/2011 

22/9/2011 

5 

4 

MrOreen 

MtGreen 

MrBlue 
A good source of information on the current system 
can be any literature related to it - organisational 
policies, user manuals, and technical documenta­
tion. However, with older systems it is possible that 
the system may lack documentation or that it may 
simply be out of date, with changes having been 
made but not documented. 

Task A3 

Task A4 19/9/2011 

Task A5 23/9/2011 

Task A6 27/9/2011 

Mil stone l 3/10/2011 

Task Bl 

Requirements specification: After investigation of Task 82 
the problem, a formal requirements specification is 

4/10/2011 

4/10/2.011 

6/20/2011 

22/9/2011 4 

26/9/2011 6 

27/9/2011 3 

30/9/2011 4 

3/10/2011 1 

13/10/2011 8 

5/10/2011 2 

12/~0/2011 5 created. This is a technical document which describes Task B3 
the needs of an organisation as well as the project Finish 
goals and scope. The requirements themselves are 

1.3/10/2011 13/10/20 1 1 

Figure 15·3 Table of project events and details 

.. 

MrOrange 

MrGreen 

MrBlue 

N/A 

MrOrange 

Mr Blue 

MrGreen 

N/A 



IT Systems in Organisatio~s "" 
.---~--------------------------------

GAnJ,;r,rl/ l-s_e,pl_em_bTe_r_20r-1_1,-...,...--,,...-.,.--,--y-,.-...,--,.-r--r----r~r---.--.---l-o_crTob_e_r2r-D_1.,.1_r-"'T"-r-r--r----r--,,...-.,.--,--y-
,...:12_.l1....;;..3 ...._114_ IL..Ot5_LI•_s 4 1_117_.1'----118 _.._1-'--9 = l;2o~l2_1 _._122 23 l24 125 l2s 27 J~ .. ~ bo l2 .. ~ J~L~_j - ~- ~ l10 J., l12 l13 114 

16 D~l(S) 

TaskA1 

TaskA2 

-----....... ___ ......... 'm~~\·-·· .. ------.. ·---------11-----
TaskAJ 

----- ........ ___ .~.!.!!'!!~} ,c=-=c~-:---
,6D lOOI ------·-·· .. - --

Task A4 
.... 01 ~g· .-1----------------'='--'"'F'...,._--:-:13:-;D:-;n(~)"j 

_______ , .. , .... __ 
Task A5 

___________ (W""'"'G"-'ro"'tA,._} _I-~l•fD';\(~)' ) "'"""-----•-•-•---·-----------

TaskA6 

---......... ::.;. ---------------- - .. ..IM.!!.!II.!l----1- , _______ .. ,, .. ,, .. ___ , .. , .... _ 
Milestone 1 

•-'------"-"""""'" '---·-~~~----· 

Task 81 _______ , ........ .. .. ............................................. ____ , 
Ta sk 82 

Task83 

Finish 

Figure 15-4 A Gantt chart representing the tasks show in figure 15-3 

Project plan: Assuming a project will be developed, a 
project manager is normally chosen at this point. The 
manager will be responsible for seeing the project 
through to completion, ensuring deadlines are met and 
the requirements specification is adhered to. A project 
management methodology will also be chosen, such as 
the PRINCE2, PMBoK, or one of the many methods avail­
able (see page 326). The project will be broken down into 
stages (which may be the SDLC stages or smaller incre­
ments of them), along with starting and finishing dates 
and project milestones - key events in the project's de­
velopment process. Project scheduling information can be 
represented in tabular format (figure 15-3), although this 
can make it hard to discern any inter-task dependencies 
or overlapping tasks, or in diagram form. 

Gantt charts (see figure 15-4) provide a high level over­
view of a project schedule, including each individual 
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task, the people responsible for overseeing them, and task 
starting and finishing times. They also give a clear view 
of the progress which should have been made at any giv­
en time. Gantt charts can be created in specialist project 
management software or using a spreadsheet applica­
tion. 

PERT (Program Evaluation and Review Technique) 
charts (see figure 15-5) also represent scheduling infor­
mation graphically, and clearly show the relationships 
and dependencies between each task in the schedule. This 
makes it easier to determine which activities can be 
worked on simultaneously, and makes it easier to spot 
bottlenecks in the development process. Often a process 
called Critical Path (CP) is used to determine the longest 
(slowest) route from the beginning of the project to the 
end, since this will determine the minimum time required 
for the project. 
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Figure 15-5 A PERT chart showing the project schedule from figure 15-3. The Critical Path is highlighted (Tasks A1, A4, A6, Mile­
stone 1, B1, Finish) 
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Infamous Project Failures 
Below are some of the most expensive failed IT projects in recent times. Compare these to the software and hardware 
failures on page 62. 

London Ambulance Service Computer Aided Dispatch System 
Result: Project scrapped, up to 30 people died as a result of slow ambulance arrival3 

In 1992 the London Ambulance Service (LAS) introduced a new system to automatically dispatch the nearest available 
ambulance when an emergency call was received by its operators. Just hours after the software's installation, problems 
started: in some cases multiple ambulances were dispatched; in others, none were sent. In several cases ambulances 
were dispatched up to 8 hours late. Sources indicate between 20 and 30 people died as a result of ambulances failing to 
arrive in time. 

Several factors contributed to the bug-ridden software: the designers were a small company with no experience of de­
veloping similar systems, and the project schedule was considered extremely short, allowing very little time for testing 
- particularly load-testing. Although the system worked well under light use during development, it was unable to 
deal with the large numbers of calls encountered during actual operation (and the system was never tested under these 
conditions before use). Compounding the problems, a direct changeover was used (see page 322), meaning staff were 
unable to revert to the previous system and eventually resorted to using pen and paper to keep track of ambulances. 
Worryingly, this system had been developed because a previous computerised system, developed in 1990, was consid­
ered unusable and was abandoned after £7.5 million of investment. 

FBI Virtual Case File (VCF) 
Result: Project scrapped after 5 years of development, $170 million wasted4 

In 2000 the Federal Bureau of Investigation (FBI) started a new project to modernise its IT systems. Part of this project 
was the Virtual Case File software, designed to replace an existing set of programs that let FBI agents manage docu­
ments and evidence related to their cases. The system was delivered in December 2003 but the FBI considered large 
parts of it inappropriate or unusable. Arguments between the FBI, the developers, and Congress continued until the 
system was scrapped in January 2005, after more than $170 million had been spent. Even before then, the FBI was al­
ready considering purchasing off-the-shelf software to replace the failed Virtual Case File system. 

A number of issues caused the failure of the project. Firstly, the initial requirements for the system were unclear, and 
kept changing. After the terrorist attacks on September 11th 2001, the requirements were changed from being a mere 
front-end to the existing systems to total migration to a new database system (the FBI's lack of information sharing ca­
pability had been a major criticism in the aftermath of the 2001 attacks). Secondly, an overly ambitious schedule was 
devised for both the original system and the changed system, leaving little time for testing. Finally, the personnel ap­
pointed as project managers had little or no experience of managing IT projects. 

Australian Super Seasprite Helicopter 
Result: $1.4 billion wasted5 

The Australian Defence Department cancelled a contract for the new Super Seasprite helicopter in 2009 after problems 
with both the physical design and the software flight control system, which reportedly did not work as intended and 
raised fears over crew safety. The computerised system failed 4 times in 1600 hours, compared to the intended failure 
rate of no more than once in a million flight hours. By the time the project was cancelled, $1.4 billion had been spent -
nearly $500 million more than the original budget. 

UK's National Programme for IT 
Result: £6.4 billion spent, project behind schedule, some features abandoned6

• 
7 

Launched in 2002, the program to update the UK's National Health Service IT infrastructure has been notorious for its 
delays and cost overruns. The original cost estimate of £2 billion quickly grew to £12.4 billion, and the development 
period grew from 3 years to more than 10 years. A 2007 government report suggested opposition to the project from 
staff and patients was so high that the benefits of the system would not outweigh the cost. Multiple IT partners pulled 
out of the project, and as of 2011, parts of project have been cancelled, with others continuing on revised deadlines. 

-



Design Stage 
During the design stage, software developers plan a solu­
tion which fulfils the functional requirements identified 
during the analysis stage. The design stage needs to cov­
er, in technical detail, the inputs, processes, data struc­
tures, and outputs required by the system, and the rela­
tionship between these items. 

For inputs, the required items of data need to be deter­
mined, along with the data source (input from the user or 
an external system). The ranges of acceptable values 
(validation checks) must also be determined, along with 
the screens which accept the data from the user. Outputs, 
whether on screen or in the form of printed reports, are 
sketched to show their layout and appearance. Both input 
and output screens may be prototyped to test the effec­
tiveness of their design with end users. 

Data Flow Diagrams 
Often processes are designed using diagramming tools. A 
Data Flow Diagram (DFD) shows the relationship be­
tween the data storage, inputs, outputs and processes in a 
system, with the data flows between them. Internal pro­
cesses and external processes (called sinks) are represent­
ed differently, so that the scope of the system can be 
clearly understood. Figure 15-7 shows the most common­
ly used DFD symbols. 

A Data Flow Diagram which shows a relatively high level 
view of the system, with only its relationships to external 
stakeholders and systems, is called a system context dia­
gram (figure 15-6). System context diagrams are useful 
because they clearly show the boundaries of the system 
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Process. There must be at least one 
arrow for input and for output. The 
name of the process goes inside. 

Sink. A data source or destination 
outside the system scope. This is 'a 
process performed by somebody 
else' . The name of the process goes 
inside. 

Data store. The name of the data 
being stored goes inside. 

Data flow. Arrows show the direc­
-------,>o-~ tion of flow. The name of the data 

should be indicated. 

Figure 15-7 Symbols used in Data Flow Diagrams (Yourdon 
notation) 

(i.e. what is part of the system and what is external to it) 
and the data that flows in and out (overall inputs and 
outputs) . Developers usually create a system context dia­
gram first, and then create different 'levels' of DFDs 
which show more a detailed view of the internal opera­
tion of the system. In complex systems, several different 
levels might be created for the same part of the system, 
each showing a more detailed view of the data flow. 
However, unlike flow charts, Data Flow Diagrams never 
show the precise details of algorithms, such as variables 
and decisions - only the flow of data between processes. 

Distribute 
Reports 

Year Heads 

Figure 15-6 A system context diagram which shows the relationship between the IT system (a school grading system) and external 
sinks. Teachers and Year Heads are clearly external stakeholders who send and receive data. Although .Distribute ReP_orts !s a process, 
it is a physical task which is outside the boundary of the IT system (this would be determined by the requirements spec1f1cat1on). -
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Figure 15-8 A Data Flow Diagram showing the school grading system depicted in figure 15-7. Although there is more detail than a 
system context diagram, each process represented could still be further broken down. 

Entity Relationship Diagrams 
Entity Relationship Diagrams (ERDs) are another com­
mon method of describing data storage and data relation­
ships. An ERD shows the groups uf data stored (entities, 
which represent database tables), the attributes each enti­
ty has (which usually map to database fields), and the 
relationships between the various data items. The cardi­
nality at each end of the relationships between entities is 
also represented. Four options exist: zero or one, zero or 
more, one or more, and exactly one. Figure 15-9 shows 
the most common notation for ERD symbols, though sev­
eral variants exist. 

Figure 15-10 shows an ERD for a simple shop which sells 
products to its members. Four entities exist, each with its 
own attributes and primary key. In an ERD, it is conven­
tion to put a title on relationships-usually a verb­
which describes their function. Because relationships can 
be read in both directions, each end of the relationship 
should be labelled in the diagram. 

When reading the relationships from the diagram, the 
indication of cardinality closest to the start entity is 
skipped-so in figure 15-10 the following relationships 
can be read: 

• One member makes zero or more sales 
• One sale is made to exactly one member 

• One sale is of exactly one product 

• One product is sold in zero or more sales 

• One product is supplied by exactly one supplier 
• One supplier supplies one or more products 

-

Note that the descriptions of the relationships always 
start with the singular 'one member .... ', 'one product.. . .' 
followed by the name of the relationships and the cardi­
nality of the related table. 

ERD Symbols 
Student 

*ID 
First name 
Surname 
Date of birth 

Entity, with the attributes be­
longing to that entity listed 
under it. The primary key is 
clearly indicated. 

buys Relationship, labelled with its 
bought by names (one for each direction). 

Cardinality of relationships 
Symbols on the lines indicate the cardinality (the 
quantity) of the relationship. Both ends of a rela­
tionships should have cardinality indicated. 

------~ Zero or more 

-------1K~ One or more 

------Q- Zero or one 

-----~111- Exactly one 

Figure 15-9 Symbols used for Entity Relationship Diagrams 



Member 

*Member ID 
First name 
Surname 
Address 
Contact 
Expires 

Product 

*Product ID 
Name 
Price 
Quantity 
Re-order level 
Supplier_ID 

Sale 

ot *Sale ID 
Product ID 
Member ID 
Date 
Price 

Figure 15-10 Entity Relationship Diagram for a simple shop. 

The user interface is also designed at this stage. This can 
be done using rapid development tools such as GUI 
builders to produce prototype interfaces for the user to 
test. Alternatively, designers may simply sketch interface 
designs on paper or using a computer graphics package. 
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The choice of user interface component, such as list boxes, 
drop down boxes, or text boxes, can have a significant 
effect on both the usability of the system and the likeli­
hood of input errors occurring. For example, in a system 
with a fixed range of inputs, a drop down box takes little 
screen space and prevents the user from selecting invalid 
options, compared to a component such as a text box. 

Figure 15-11 Designers can use software tools to create prototype 
user interfaces 

Exercise 15-1 
Consider the two scenarios below. For each, construct an Entity Relationship Diagrams to show the data stored by the 
system, a system context diagram to show the boundaries of the system, and a Data Flow Diagram to show the move­
ment of data within the system. 

Scenario 1: People can rent bikes using a government scheme. They go to a bike stand and use a smart card to authen­
ticate themselves and unlock the bike. The time, date, and location of borrowing are recorded. When the bike is re­
turned, this information is recorded and a charge is calculated based on the number of hours borrowed. Bikes not re­
turned after four days are considered missing and a list of their details is sent to the police. [6 marks] 

Scenario 2: In an online shopping site, when a customer clicks 'Buy', the items held in their shopping basket are 
checked to ensure that they are still in stock and the prices are current. The customer is shown an order confirmation 
including items, price, and shipping costs. The customer enters their credit card details. These are validated with a 
bank. If OK, the shop sends an order to the warehouse. The warehouse packs the items and prints an invoice with the 
customer's address. A record of the transaction is saved. [6 marks] -
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Implementation Stage 
During implementation (also called development or 
construction), developers create the system, following the 
design documents previously created. Usually a team of 
programmers will work on creating the software, de­
pending on the size of the project, using Integrated De­
velopment Environments (see page 310) to improve their 
workflow. 

During implementation, alpha testing is performed to 
verify that the software works according to the require­
ments specification and the design documentation. At 
this point the software is likely to contain significant 
bugs, so the testing is performed internally rather than by 
customers. Usually a team of software testers perform 
alpha testing, rather than the programmers themselves. 

Prototypes of the product may be created at this stage to 
demonstrate features to the client and check the project is 
meeting expectations. 

Because it is recognised that many large IT projects fail 
(see page 316), developers often use quality control pro­
cesses to reduce the likelihood of serious problems. These 
processes ensure that the code produced by the program­
mers is of high quality and meets the needs of the client 
(both the functional and non-functional requirements). 
Quality control processes include ensuring the require­
ments specification is written in an agreed standard (to 
avoid errors and omission), following programming 
standards to avoid common programming errors, and 
having comprehensive test plans. 
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Figure 15-12 Bug tracking systems are used as part of the qual­
ity assurance process -

Going further, quality assurance methods (not be to con­
fused with quality control) are used to ensure the devel­
opment team are following standardised practices which 
are suitable for the project under development. CMMI is 
a common quality assurance method (see page 321). 

Documentation is also produced during the develop­
ment stage. Technical documentation is targeted at sys­
tem administrators and other developers who may ex­
pand or change the system in the future. Programmers 
usually write comments in the source code to help others 
who read it, and create Application Programming Inter­
face (API) guidelines for those who will produce other 
software which interacts with the system. 

User documentation explains how to use a system, cover­
ing how to install and start the system, and how to per­
form common tasks. User manuals, written or video tuto­
rials, online lessons, and Frequently Asked Questions 
(FAQ) pages are all forms of user documentation. 

Testing Stage 
Once a system has been developed and has passed alpha 
testing, beta testing can be undertaken. Versions of the 
software are normally given to a relatively small group of 
users (beta testers), with the aim of detecting any remain­
ing bugs and testing the software's usability under real 
world conditions. Beta testing can last from a few weeks 
to several months. Generally beta testing only takes place 
once the software has been feature-frozen (no new fea­
tures will be added before release) . 

A bug tracking system is used to keep a list of all soft­
ware bugs (sometimes called requests for enhancement) 
in a central location, and allows them to be prioritised 
and annotated (for example, with details of how and 
when the bug occurs, the desired result, and the actual 
result). Bug tracking is an important part of the quality 
assurance process. 

User acceptance testing involves the user checking the 
system to ensure it meets their requirements. A system 
may pass alpha and beta testing but still fail user ac­
ceptance testing, so it is an important part of the hando­
ver process. For example, part of the system may be cum­
bersome or slow to use - a problem not caused by a soft­
ware bug, but still unacceptable to the client. Other fea­
tures may be missing or not quite work as intended due 
to problems in the requirements specification. These is­
sues need to be corrected before the client will formally 
accept the software. 



CMMI-Managing an Organisation's Maturity 
CMMI (Capability Maturity Model Integration) is a quality assurance method designed to help organisations im­
prove their performance. CMMI describes an organisation in terms of five levels of maturity (figure 15-13). CMMI ap­
plies to organisations as a whole, not just to IT projects. Models such as CMMI are important in helping an organisation 
build on its past experiences-building on successes and ensuring that previous mistakes are not forgotten, but learnt 
from, ensuring they will not be repeated. 

Level 1 - Initial Level 
At this level there is minimal organisation and planning. Management at this stage is poor, and as a result, although 
some things within the organisation might be done well, this is due to the initiative of individual employees and is 
more of an accident than the result of any formal planning. A key limitation at this level is that there is no central repos­
itory of knowledge regarding previous experience, successes, and failures. Instead, because this knowledge is only held 
with employees, rather than centrally, it is lost when employees move to other organisations, and the organisation is 
likely to repeat its past mistakes and fail to capitalise on its successes. 

Level 2 - Managed Level 
At level 2, some management takes place, allowing the organisation to track important elements such as the cost and 
time scale of projects, start to plan projects, and to review by comparing final performance with the plan. However, at 
this level these tasks still occur on a project-by-project basis - there are no central organisational standards for how the­
se tasks should be performed. This results in variable performance across the organisation, depending on the initiative 
of the individuals in each project. 

Level3 - Defined 
At this level, an Engineering Process Group (EPG) within the organisation 
defines standard approaches for key tasks, addressing a key problem 
from level 2. Employees can give feedback on these processes using a 
Quality Management System (QMS), so that the EPG can improve the 
standards over time. 

Level4 - Quantitatively Managed 
Here statistical data and tools begin to be used in order to de­
fine goals for the organisation and thus improve its perfor­
mance. For example, a goal might be to ensure all projects 

Leyel4 
Quantitatively 

Managed 

are delivered within two months of their deadline and 
within 10% of their budget. If projects fall outside of 
these goals, a managerial review will take place to 
determine whether they should continue. 

Level 5 - Optimising Level 
At the most mature level, an organisation 
makes small, continuous improvements to its 
methods - perhaps by using new tools or 
technologies. At level 5 weak areas are 
identified and improved, but these 

Level3 
Defined 

Level2 
Managed 

changes are more evolutionary than 
revolutionary. Figure 15-13 Five levels make up the CMMI Maturity Model 
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Installation Stage 
Once development has finished, installation (also called 
delivery or deployment) takes place. This stage concerns 
preparing the organisation for the installation of the new 
system, the hardware and software installation, and the 
removal of the old system. 

User training must be carried out before a new system 
can be used under real world conditions. Training may 
take place at the developer's location, or the new system 
may be installed in the client's organisation but not used 
for 'live' operations. User documentation plays an im­
portant part in training. Other training methods include 
classroom based lessons or lectures and online video tu­
torials. Users may be given sample data to work with in 
order to familiarise themselves with the software's opera­
tion. 

Once training is complete, changeover can occur, with 
the old system being retired and the new system going 
into live use. This is a critical time for an organisation 
because even relatively small failures can have serious 
negative impacts on their business. Careful planning, 
preparation of data, and user training are essential. There 
are several types of changeover: 

Direct changeover is the most basic type of changeover. 
At a given point in time, the old system is removed and 
all users start to use the new system immediately. For 
complex systems, direct changeover is a big gamble and 
requires a lot of planning - all required data must be 
ready to use with the new system, and users must be ade­
quately trained in its use. If anything goes wrong with 
the new system, there is no possibility of falling back to 
the old system, and the organisation may lose business or 
even have to close until the new system can be fixed. 

A phased changeover switches gradually from the old 
system to a new system, with some parts of the organisa­
tion switching before others. For example, one depart­
ment may stop using the old system and start using the 
new one for a few weeks. If no problems are encountered 

Exercise 15-2 

after a few weeks, other departments can change over 
one by one. The advantage of this is that at least part of 
the business can still function even if the new system fails 
totally. However, running two systems can be complex, 
especially if there is a lot of interaction between depart­
ments who have changed and those who have not. 

Parallel changeover, also called parallel running, in­
volves introducing the new system but running it concur­
rently with the old system. This can be a time consuming 
method because actions must be carried out twice, and 
there may be significant logistical difficulties in actually 
using two systems side by side. For these reasons parallel 
running may be impractical in many circumstances. 
However, there are benefits for critical applications - es­
pecially safety critical systems. Running two systems 
simultaneously means the output of the new system can 
be verified against the old system and, should anything 
go wrong with the new system, users can immediately 
fall back to the old system, safe in the knowledge that it is 
up to date with the latest data and transactions. 

Maintenance Stage 
Although often overlooked, maintenance accounts for a 
large amount of the time and cost associated with IT pro­
jects. Projects can take years to complete, but will be used 
for even longer, possibly decades (see legacy systems, 
page 310). Throughout its life software may need chang­
ing many times-updating it to work with new hardware 
or software (adaptive maintenance); adding new features 
as required by the changing requirements of the organisa­
tion (perfective maintenance); and fixing bugs which 
were not found during testing (corrective maintenance). 
Preventative maintenance - updating the software to 
prevent foreseeable problems - may also be needed. 

Ideally, when changes are made to software, all stages of 
the system development lifecycle are applied to the pro­
posed changes. Doing so means maintainers must update 
any relevant technical documentation with details of 
changes they make, to assist future maintainers and 
maintain control over the project. Software maintainers 

Read about the failure of the FBI Virtual Case File system (page 316). After this failure, the FBI began initial work on a 
new system named Sentinel in 2006, with many of the same goals as the Virtual Case File system. 

Research the Sentinel project. How has its development progressed? Have the FBI learnt lessons from the failure of the 
Virtual Case File? 

Exercise 15-3 
Read about the London Ambulance Service project failure on page 316. Explain whether a direct changeover was appro-
priate in this instance. [4 marks] 



also need to be careful to avoid causing regressions -
when maintenance causes new errors in software. Re­
gression testing is the process of repeating old tests to 
ensure they still work after alterations are made. 

Support, although not strictly maintenance, is an im­
portant part of this process. Users may have problems 
using a system, which can initially be addressed with 
user documentation or via internal support staff. These 
staff provide help desk support to users using an inci­
dent tracking system (also called an incident manage­
ment system). Here each support incident is recorded, 
along with a knowledge base of common problems and 
solutions. If the solution to the problem cannot be found 

Review of stages 
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in the knowledge base, the incident may be escalated and 
a support technician may call or visit the user. If the tech­
nician verifies the problem exists but is unable to resolve 
it, the incident can be further escalated, eventually being 
reported to the developers as a software bug. The devel­
opers themselves will use an incident tracking system to 
record any errors reported to them. 

When a project reaches its end of life, perhaps to be su­
perseded by a new project, it will enter the phase out 
stage, as the new project enters the analysis stage. 

The software development life cycle contains a large number of separate steps, which can be hard to remember. Some 
of these stages also have alternative names under different project management methodologies. An overview of the key 
stages is given below. As an ITGS student you need to be able to describe the components of each stage, explaining its 
role in the overall process. Where appropriate, you also need to be able to explain the different examples of each term 
and their advantages and disadvantages. For example, for user documentation you should be able to describe it as docu­

mentation designed to help the user understand the new system, give examples of user documentation such as user manuals, 
online tutorials, frequently asked questions lists, and explain the relative advantages and disadvantages of each of these 
methods. 

Analysis Stage Implementation Stage 

• Project goals • Development 

• Scope • Alpha testing 

• Data collection • Prototyping 

• Requirements specification • Quality control 

• Identification of solutions • Quality assurance 

• Business case • User documentation 

• Feasibility study • Technical documentation 

• Justification of solution 

• SWOT Testing stage 

• Project plan • Beta testing 

• Project management methodology • User acceptance testing 

• Project schedule • Hand over 

• Project milestones 
Installation stage 

Design • Installation 

• Inputs • Training 

• Outputs • Changeover 

• Data structures 

• Processes Maintenance Stage 

• System context diagram • Maintenance 

• Data Flow Diagrams • Regression testing 

• Entity Relationship Diagrams • Support 

• User interface design • Incident tracking 

• Phase out 
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Development Approach 
The way in which the SDLC stages are approached 
depends on the development model used. The tradi­
tional approach is to use the waterfall model, which 
flows from the analysis through each stage to the in­
stallation, one stage at a time. Analysis is carried out 
for the entire system, followed by design for the entire 
system, development of the entire system, and so on. 
The waterfall model is highly structured, and allows 
for long term planning. It ensures that problems in the 
analysis stage are found quickly (while they are rela­
tively cheap to fix) rather than waiting until later stag­
es (where they are increasing expensive to fix because 
each previous stage must be repeated). 

However, the waterfall model lacks adaptability: large 
IT projects may take such a long time to develop that 
by the time the development stage has been reached, 
the requirements identified in the analysis stage may 
have changed (this was the case in several of the ex­
amples on page 316). This is a significant problem for 
the waterfall model. 

The agile development model seeks to address some of 
the waterfall model's weaknesses and by allowing for 
greater adaptability. The same SDLC stages are encoun­
tered using agile development, but they are applied to 
only a small part of the problem at a time. In a relatively 
short period of time (usually less than a month), pro­
grammers analyse a part of the problem, design and im­
plement a solution, and perform testing, including client 
acceptance testing. This allows working code to be pro­
duced much more rapidly, and means the client can de­
cide whether the software is meeting their needs at every 
step- if it is not, it is comparatively easy to make chang­
es, since relatively little work has been done since the 
previous acceptance testing. 

However, a criticism of agile development is that solu­
tions can be 'piece meal' and, for very large projects, the 

Exercise 15-4 

The Waterfall Model 

.__o_es_i_gn_r"!!'!)\ 

Implementation \ 

[ Testing )\ 

Figure 15-14 The traditional Waterfall model of software develop­
ment, in which each stage is completed before moving onto the 
next. 

lack of an initial goal and design for the whole project can 
result in a less efficient design. In tum, this makes extend­
ing and maintaining the project later on much more diffi­
cult. 

A software development company is planning to create a School Management Information System (MIS), including 
features for storing student personal details (names, contact details), reporting of grades to parents, teacher entry of 
grades, timetabling I scheduling of lessons, and storing medical details for the school nurse. The project is scheduled to 
begin development in July 2011 and be complete ready for use in June 2012. 

Use appropriate software to: 
a) Construct a Gantt chart showing the project schedule if a waterfall model was used. [6 marks] 
b) Construct a Gantt chart show the project schedule if the agile model was used . [6 marks] 
c) Construct a PERT chart based on the Gantt chart created in part (a) [6 marks] 
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The Agile Development Approach 
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Another ... requirement or requirement 
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Figure 15-15 The agile model of software development breaks development down into shorter time periods 

Project Management 
Methodologies 
Good project management is essential for success. The 
SDLC describes the steps in project development, and the 
waterfall model and agile model describe the order in 
which development is approached. Project management 
methodologies aim to describe the best approaches for 
managing those steps, moving between them, or record­
ing successes and failures to enable future improvement. 

SSADM 
SSADM (Structured Systems Analysis and Design 
Method) is a methodology which focuses primarily on 
the Analysis and Design stages of the SDLC. As a result, 
many of the items and activities in SSADM are similar to 
the activities described on pages 313 to 322, though they 
have slightly different names. SSADM describes 7 stages: 

Stage 0 - Feasibility study: examines whether an IT pro­
ject is feasible, in terms of costs, equipment (hardware 
and software), and existing organisational systems. This 
stage examines various possible solutions, and if they 
have been rejected as infeasible, records why. 

Stage 1 - Investigation of the current environment: in­
cludes creating a context diagram, DFD and ERD dia­
grams for the current system, plus a list of users and how 
they interact with the system. Problems and inadequacies 

of the current system will be documented in detail. It is 
essential to thoroughly understand the current system, so 
limitations and opportunities can be identified. This is 
important because a new system should be based on 
business needs - not merely a re-implementation of the 
current system (which may have limitations). 

Stage 2 - Business system options: At this point the ana­
lyst presents different options for solving the business' 
problems. This could include continuing to use the exist­
ing system. A cost I benefit analysis of proposed systems 
needs to be completed too, as well as examining any neg­
ative impacts the new system may have. 

Stage 3 - Requirements Specification: a detailed list of 
requirements is generated. Using the understanding of 
the current system from the investigation in stage 1 as a 
basis, DFD and ERD diagrams are constructed to repre­
sent the new system. User roles are also defined. 

Stage 4 - Technical system options: involves consider­
ing the hardware, software, networks, and personnel that 
might be required for the proposed system. As in stage 2, 
it is likely that several options will be presented, with the 
rejected options being recorded. 

Stage 5 - Logical design: Involves identifying, modelling, 
and documenting all of the required data for the system. 
This involves diagramming work using tools such as enti-
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ty relationship diagrams and data flow diagrams to mod­
el the proposed system. This stage is largely analogous to 
the design stage in the waterfall model of system devel­
opment. 

Stage 6 - Physical design: involves translating all previ­
ous design work into actual physical hardware and soft­
ware specifications. For example, entity relationship dia­
grams are translated into table and field specifications for 
a specific database management system (DBMS), while 
processes are mapped into functions in a specific pro­
gramming language. 

Process Groups lnltfattng Planning 

Knowledge 

Areas 

PMBoK 
PMBoK (Project Management Body of Knowledge) is 
not specific to software development projects - its tech­
niques can be used to manage virtually any project, from 
building a house to designing an aircraft. PMBok is rec­
ognised as an international standard by both ANSI 
(American National Standards Institute) and IEEE 
(Institute of Electrical and Electronics Engineers). PMBoK 
divides the project life cycle into five stages, called pro­
cess groups (figure 15-16). The results of each process 
group are fed into the next as an input - for example, the 
Initiating group produces a Project Charter which is then 
used by the Planning group. 

The work in each process group is divided into nine 
Knowledge Areas, such as cost management, time man-

Controlling and ctoslng 

Monitoring 

Integration Management De.velop Project Develop Project Direct a no Man- Monitor and con- Close phase or 

Charter Management age Project trol work project 

Plan 

Scope Management Collect require- Verify and control 

ments scope 

Define scope 

Create WBS 

Time Management 

Cost Management Estimate costs Control costs 

Plan budget 

Quality Management 

Human Resource Management 

Communlcatlons Management Identify stake- Plan communica- Dlstrlb.ute infer- Performance re-

holders tions rpation and man- port 

age expec~tions 

Risk Management 

Procurement Management Plan procure- Conduct procure- Administer pro- Close procure-

ments ments cUrements roents 

Figure 15-16 An overview of PMBoK (only certain key cells have been filled in)2 
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agement, and communications management. Each of the­
se represents an area of specialisation within the project, 
and has specific tasks during each process group. For 
example, during the Initiating stage, the Commzmications 
Management should identify the stakeholders. During the 
Planning stage, the Comrmmications Management should 
plan their communication with the stakeholders, and 
during the Executing stage, they should actually com­
municate with the stakeholders. Key knowledge areas 
include Scope management, which determines the fea­
tures and limitations of the project, and procurement 
management, which deals with acquiring any new hard­
ware, software, and personnel required for the project. 

PRINCE2 
PRINCE2 (PRojects IN Controlled Environments 2) is 
the standard project management methodology used by 
the UK government. PRINCE2 starts by considering a 
business case for a project - i.e. an evaluation of the ben­
efits and the challenges. Planning, organisation, and risk 
management are key features of the PRINCE 2 approach. 

Like PMBoK, PRINCE2 divides the life cycle into stages­
in this case, Starting Up, Initiating, Delivering, and Fi­
nal Delivery. Each stage is broken into levels- Directing, 

Pre-Project Initiation Stage 

Directing 
,J I 

~~ng:Up 
staae 

Managing Boundary 

Initiating Project 

Delivering 

Figure 15-17 Overview of PRINCE2 

Professional Conduct and Ethics 

IT Systems in Organisations ~ 

Key Point 
As an ITGS student you do not need to remember the 
names of each process group, knowledge area, all of the 
42 PMBoK tasks, or be able to draw a diagram of the 
PRINCE2 processes. 

It is sufficient to understand the purpose of these project 
management methodologies, the approaches they use, 
and some of the key events and features that each meth­
odology has (for example, the Project Initiation Docu­
mentation in PRINCE2). 

Managing, and Delivering - which describe the type of 
work performed (figure 15-17). At the Directing level, the 

entire project is directed, typically by corporate manage­
ment. At the Managing level, project managers guide 
parts of the project, and transition between stages (this is 
known as Managing Stage Boundaries). At the Delivery 
level, the project is created (in IT development, this 
would be the programming). 

Notable features of PRINCE2 include the Project Initia­
tion Document, which contains the results of the analysis 
tasks (project goals, scope, constraints, and so on). 

Delivery Stage(s) Final Delivery Stage 

Directing a Project 

Stage ctoilns Pro-
Boun,darv ject 

Controlling a Stage Controlling a Stage 

Managing Product Delivery Managing Product Delivery 

The Association for Computing Machinery (ACM) and the British Computer Society (BCS) both produce codes of 
conduct for IT professionals. These cover best professional practices and provide guidelines for ethical conduct. Stipula­
tions in the ACM's code include working to 'Contribute to society and human well-being', 'Respect the privacy of oth­
ers', and 'Honor confidentiality' 11

- all important traits when working on large scale IT projects. Other responsibilities in 
the code include respecting intellectual property and copyright laws. 

Particularly relevant to the development of large IT projects, items such as' Acquire and maintain professional compe­
tence', 'Know and respect existing laws pertaining to professional work', and' Accept and provide appropriate profes­
sional review' 11 put the onus on developers to create appropriate systems for their clients, using the their skills to the 
best of their ability and -critically-not to undertake projects which are beyond their qualifications, capabilities, or ex­
perience. This last point in particular has been the cause of several IT project failures-most notably, the London Ambu­
lance Service dispatch system (see page 316), which was created by developers with no experience in the field, and 
Therac-25 (see page 63), whose code was created by a lone programmer. 
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Chapter Review 
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Exercise 15-5 
Construct a system context diagram and an Entity Relationship Diagram for the following scenario: 

Patients make appointments with doctors at a hospital. Patients are billed separately for each appointment they attend. 
Some patients pay their bills at the time of the appointment; others have insurance companies. Hospitals keep a record 
of patients' personal details, the appointments they have attended, and any treatments given at each appointment. 
Some doctors have one or more specialities, and patients may be referred to these doctors for treatment. 

Exercise 15-6 
Construct a Gantt chart using the project schedule data in the table below. 

Stage Start Date End Date Responsible 

Analysis 1 Sept 2011 14 Nov 2011 Jane Pear 

Design 15 Nov 2011 16 Feb 2012 Lucy Riess 

Development 22Nov2011 25 Mar 2012 Sam Tallen 

Testing 5 Jan 2012 25 Apr 2012 Jack Patiol 

Acceptance 1 May2012 14 May 2012 Clarence West 

Exercise 15-7 
(a) (i) Define the term beta test. 

(ii) Describe two steps that occur as part of the Analysis stage of the SDLC 

(b) Explain how CMMI helps ensure project quality. 

[2 marks] 

[4 marks] 

[6 marks] 

(c) To what extent is the choice of the Agile model of system development better than the choice of the Wa- [8 marks] 
terfall model? 

Exercise 15-8 

A large haulage company has a legacy system for managing its inventory. The system was developed 15 
years ago and runs on aging hardware with a text based user interface. The company wants to expand their 
system to allow new features, including giving customers access to their data over the Internet. They are 
considering the purchase of a new system to achieve these goals. 

(a) (i) Define the term technical documentation. 

(ii) Describe two types of changeover that could be used with this system. 

(b) Explain two significant challenges faced in developing a custom I bespoke application 

(c) To what extent is it appropriate to develop an entirely new system to replace the legacy system? 

Exercise 15-9 
A restaurant wishes to implement a computerised system to replace its current paper files for maintaining 
records of sales, purchases, suppliers, and staff. It is considering whether to use a commercial off the shelf 
application or commission a custom I bespoke application. 

(a) (i) Define the term legacy system 

(ii) Distinguish between a project's client and the end user. 

(b) Explain two methods that can be used to train users on a new system. 

[2 marks] 

[4 marks] 

[6 marks] 

[8 marks] 

[2 marks] 

[4marks] 

[6 marks] 

(c) Evaluate the choice of a commercial off the shelf application rather than a custom I bespoke application [8 marks 1 
for a business. 

-
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Artificial Intelligence and Robotics 
Artificial Intelligence and robots are popular topics for science fiction films, often featuring advanced computerised 
machines that fully resemble human beings in both appearance and abilities. This chapter examines the current state of 
artificial intelligence research, the methods computer scientists use to make machines achieve 'intelligent' behaviour, 
and the problems that are often encountered. Robotics-computerised machines capable of performing physical rather 
than mental tasks-commonly use artificial intelligence techniques, and this chapter also looks at the design, develop­
ment, and impacts robots have on society. Finally, perhaps more so than any other ITGS topic, the development of arti­
ficial intelligence raises great ethical questions about the creation of autonomous machines, our ability to control them, 
and the limits we should impose on their development. 

What is Intelligence? 
Intelligence is an abstract concept which has many aspects to it, and is hard to define definitively. Yet it is difficult to 
discuss artificial intelligence without having an idea of what constitutes intelligence itself. If we asked a group of people 
to describe what it means to be intelligent, we might find answers such as: 

• The ability to respond to the environment 
• The ability to learn new knowledge or skills 
• The ability to use logic or reasoning to come to a conclusion 
• The ability to learn from experience 
• The ability to make evaluations or judgements 

Of course, there is no single answer to this question -intelligence is as hard to define as it is to create. Rather than 
attempting to define intelligence, many computer scientists have taken a different approach, designing systems that 
mimic the behaviour shown by humans. 

Exercise 16-1 
Consider the illustrations below-Albert Einstein, one of the greatest physicists; temples in Tikal, Guatemala, built by 
the Mayans over 1000 years ago; and a game of chess. What is the difference between the intellectual skills required for 
each of these tasks? How does this influence our understanding of what intelligence is? 

What does it mean to be intelligent? Why would you consider yourself intelligent? 

Describe a test for a computer which, if passed, would convince you that the computer was intelligent. Even if you 
don't believe that computers can be intelligent- what would convince you? What would a computer need to do in or­
der for you to say 'OK, that is intelligent'? 



The Turing Test 
In 1950, famous English mathematician and computer 
scientist Alan Turing proposed an experiment to test 
whether or not a machine is 'intelligent'. Called the Tu­
ring Test, the experiment involves a human judge who 
asks questions to two contestants - one of which is a com­
puter terminal and one which is a human being- without 
knowing which is which. From the answers he receives, 
the judge must try to determine which contestant is the 
computer and which is the human. If the judge is unable 
to determine this, Turing sug-
gested that the machine should 
be considered 'intelligent'. Put Room A 
simply, Turing considered a 
machine to be intelligent if it 
could pass itself as a human. 

CAPTCHAs 

Human judge 

prevent spam bots from posting advertising in comments 
or creating false accounts. CAPTCHAs display deformed 
text which will hopefully be legible to a human being but 
not to a computer. If a computer (in this case an automat­
ed program) is able to read the text correctly, it has, in 
this case, made itself indistinguishable from a human and 
could be said to have passed this form of the Turing Test. 
In fact, researchers at the University of California, Berke­
ley have succeeded in creating programs that can fre­
quently read the more basic CAPTCHAS such as figure 
16-2. 

What colour 
is the sky? 

Room 8 

Terminal A 
(human) 

A more modern form of the Tu­
ring Test is often seen on the 
web. CAPTCHA images (figure 
16-2) are commonly used when 
posting comments on forums 
and when creating new user 
accounts online. These Com­
pletely Automated Public Tu­
ring test to tell Computers and 
Humans Apart are designed to Figure 16-1 The Turing Test 

Deep Blue and Watson 
Deep Blue was a supercomputer designed by ffiM for the purpose of playing chess. Deep Blue featured 480 dedicated 
chess playing processors, which could evaluate more than 200 million chess moves per second. Additionally, thousands 
of grandmaster games were programmed into the computer's move database. During play, Deep Blue used a variety of 
techniques to determine the best move. Some aspects of the game, such as the importance of keeping the queen safe 
compared to the importance of attacking moves were determined based on heuristic rules (see page 338). The best 
move at any time was computed using brute force searching (see page 338), which looked up to 20 moves ahead. 

Deep Blue played world chess champion Gary Kasparov in 1996 and lost. After upgrading, the two played a rematch in 
1997. Kasparov took the first game; Deep Blue the second; the third, fourth, and fifth games were all draws. Deep Blue 
won the final game to take the match, becoming the first computer to beat a reigning world chess champion. The victo­
ry was not without controversy however: Kasparov accused ffiM of cheating during the second match, claiming a hu­
man grandmaster took over control from Deep Blue at a critical point to avoid the computer repeating a previous mis­
take-an accusation ffiM naturally denied. 

ffiM made another significant venture into the world of artificial intelligence in 2006 with the Watson computer. Wat­
son was a significant advance, being designed to answer questions written in natural language, within a much larger 
area of knowledge than limited expert systems. Watson stored over 4 terabytes of data, consisting of over 200 million 

. pages of information-including the whole of Wikipedia. When posed a question, Watson used a combination of natu­
ral language processing and searching to analyse questions and generate thousands of possible answers. These were 
then analysed further to generate confidence ratings for each answer. In 2011 Watson was given a major test when it 
competed against two humans in the US television quiz show Jeopardy!. Watson, despite giving the occasional humor­
ous answer, won each match by a significant margin2

• 



Achieving Artificial Intelligence 

'The main lesson of thirty-five years of AI research is that the 
hard problems are easy and the easy problems are hard. The 
mental abilities of a four-year-old that we take for granted ­

recognizing a face, lifting a pencil, walking across a room, an­
swering a question- in fact solve some of the hardest engineer­

ing problems ever conceived.' 
Steven Pinker 

Computer scientists face great challenges when trying to 
create intelligent systems. As the quote above suggests, 
some of the tasks we as humans find the easiest are the 
most difficult for a computer to achieve. Many of the 
things that we learn in early life: recognising shapes, ob­
jects, people, tying our shoelaces, walking, are very diffi­
cult or impossible for machines. Conversely, a lot of the 
skills we learn later in life - science and mathematics es­
pecially - are relatively easy for machines to tackle. 
Broadly speaking, the tasks which are easy for computers 
are those for which a clear series of steps or instructions 
can be written. The difficult tasks are those for which 
there are is no clear, fixed set of steps to follow. 

The Chinese Room 

Figure 16-2 CAPTCHA 

The approaches that computer scientists use to deal with 
these difficulties can be divided into two broad areas: 

Artificial intelligence (AI) refers to systems that simulate 
intelligence through a series of quite rigid facts or rules. 
The focus of artificial intelligence is to create systems that 
give the appearance of human-like intelligence, even if 
the method of achieving the intelligence is vastly differ­
ent from those used by humans: the focus of AI is on the 
results. Often such AI systems focus on one specific area 
of knowledge (for example, playing chess), rather than 
trying to create a general intelligence which can work in 
any situation. 

In contrast, the Computational Intelligence (CI) ap­
proach focuses on creating systems that 'think' in the 
same way that humans think. In other words, CI is fo­
cused on creating systems that can learn, develop, and 
reach optimal solutions based on past experience - just 
like human beings can. The focus of computational intel­
ligence is the method by which the results are obtained. 

In 1980, philosopher John Searle published a thought experiment called The Chinese Room, which deals with the 
concepts of machine intelligence, knowledge, and understanding. Searle described a closed room containing a person 
who speaks only English. The room contains many, many books. In the books are sequences of Chinese characters, 
representing every possible question that can be asked in the Chinese language. Next to each question is a valid an­
swer, also written in Chinese. 

People regularly come to the room and post pieces of paper under the door, containing questions written in Chinese. 
The person in the room searches all the books until he finds the sequence of Chinese characters that matches the se­
quence of characters on the piece of paper. He copies the corresponding answer from the book and posts the piece of 
paper back under the door. 

The people outside the room, having posted a question in Chinese and received an answer in Chinese, might reasona­
bly assume that they are conversing with someone who knows and understands Chinese. Searle argued that if a com­
puter replaced the person and books, it would easily pass the Turing Test. However, he argues that the person, and 
therefore any machine, does not understand Chinese, because they does not know the meaning of the individual sym­
bols being manipulated. 

Exercise 16-4 
a) In The Chinese Room experiment which, if any, of the following 'know' Chinese? 

• The room 
• The person in the room 
• The books containing the Chinese symbols 

b) If a computer replaced the person and a large database replaced the books, would the computer know Chinese? 
c) Does 'the system' (the combination of the room, the person, and the books) know Chinese? 
d) Does it even matter whether the room, person, or books 'know' Chinese, provided a valid answer is given? 



Expert Systems 
Some of the earliest developments in the field of artificial 
intelligence were expert systems - software programs 
which use programmed logic and rules to make the same 
decisions (hopefully!) as a human expert. Expert systems 
are usually restricted to answering questions in a specific 
knowledge domain - one specific area of knowledge -
rather than being 'general' experts on 'everything'. Exam­
ples of knowledge domains include medical knowledge 
for a medical diagnosis system, and financial knowledge 
for an expert system that decides whether or not to ap­
prove loan applications. Common examples of expert 
systems include: 

• Medical diagnosis expert systems (usually to assist 
rather than replace the doctor) 

• Medical image analysis (for screening of mass x-rays 
to detect abnormalities) 

• Identifying agricultural pests and diseases 
• Spelling and grammar checking in word processors 
• Finance- deciding whether to approve a loan 
• Fault diagnosis in various fields (computers, cars, 

aircraft) 

Components of an expert system 
An expert system shell is a set of programs which allow 
the building of an expert system through the creation of 
knowledge and rules. Expert systems have three essential 
components: 

The user interface presents questions to the user and 
accepts input from them. Inputs may be in the form of 
short yes I no questions, multiple choice options, or typed 

Figure 16-3 Components of an expert system 

Expert Knowledge 
engineer 

natural language. The user interface also presents an­
swers-and sometimes the reasoning for those answers­
once they have been determined. 

The knowledge base contains data and facts which form 
the knowledge in the specific knowledge domain. For 
example, in a medical expert system the knowledge base 
contains facts about the symptoms associated with differ­
ent diseases. 

The information in the knowledge base is intended to 
replicate that of a human expert (such as a doctor). How­
ever, as most people are not skilled at computer program­
ming, the knowledge from the expert is first prepared by 
a knowledge engineer. The knowledge engineer works 
the knowledge into a form that is useful for the expert 
system. 

The inference engine has the job of matching the user's 
input from the user interface with the data contained in 
the knowledge base to find appropriate answers. This is 
done using inference rules which describe how different 
items of data relate to each other, and sometimes using 
probabilistic rules. 

Decision Trees 
Expert systems are programmed with a series of logical 
rules to find a solution. Very basic expert systems can use 
Boolean logic decision trees to come to conclusions. Bool­
ean logic, has two possible values - true and false, yes 
and no, 1 and 0, and so on. The meaning of the two val­
ues is not relevant - only that there are just two possible 
outcomes. Figure 16-5 shows an extremely simple exam­
ple of such logic. 

User 

Inference 
. 

eng1ne 

Knowledge 
Base 

User 
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However, this is clearly an extremely simple example of 
logic and we would hopefully not require an expert sys­
tem to find an answer! A further example, and one that 
starts to show the problems with simple logic, is a medi­
cal diagnosis system - a common use of expert systems 
(see figure 16-4). 

One of the problems with figure 16-4 is that several dis­
eases can have the same symptoms, but this is not well 
represented in a simple hierarchy. 

A greater problem is that Boolean logic has only two val­
ues, making it difficult to represent many real life prob­
lems. The answers to many real life questions are not 
simply true or false but some value in between. For exam­
ple, the question 'Do you have a headache?' is not usefully 
answered with 'Yes' or 'No'- it would be more helpful to 
know the severity of the headache. Similarly, a fever can 
be mild or severe, rather than merely present or absent. 
This is of great significant to the medical expert system­
while a slight temperature may indicate something as 
simple as a common cold, a severe temperature is much 
more serious and may need urgent attention. 

Another problem is that many of the illnesses in figure 16 
-4 exhibit symptoms to different degrees: malaria suffer­
ers will almost always exhibit a headache, but only some-

Symptom 

Diarrhoea Pain in arm 

Can move 
arm? 

What is the 

Figure 16-5 Simple rules for determining a person's title 

times suffer from stomach problems. The Jack of stomach 
problems does not preclude malaria as a diagnosis, but in 
the decision tree, this seems to be the case. 

To avoid the problems of decision trees, expert systems 
typically use inference rules and chaining to reach con­
clusions. 

Inference Rules 
Inference rules are written as IF ... THEN statements which 
describe rules for a knowledge domain. A simple exam­
ple of inference rules might be: 

IF X has gills THEN X is a fish 
IF X is a fish THEN X Jives in water 
IF X lives in water THEN X can swim 

Through the process of chaining, we can take a given 
object, Fred, who has gills. Using these rules we can con­
clude first of all that Fred is a fish, then that he Jives in 

Joint pain? 
water, and finally that Fred can swim. There may also be 

Broken arm other rules in the expert system which lead to the conclu­
sion 'Jives in the water', such as: 

Liver 

Normal 

Malaria 

No 

Muscle 
damage? 

Abnormal 

Dengue 

Figure 16-4 Decisions for medical diagnosis 

IF X is an alligator THEN X Jives in the water 

Using the same process, even though John the alligator 
has no gills and is not a fish, we can conclude that John 
can swim. 



A medical expert system, might include rules such as: 

IF X has severe headache THEN condition 
malaria 

IF X has severe headache AND joint pain 
THEN condition = dengue fever 

IF condition 
doxycycline 

IF condition 
analgesics 

Fuzzy Logic 

malaria THEN treatment 

dengue THEN treatment 

As discussed, in many knowledge domains, answers and 
conclusions are not concrete 'yes I no' answers, but have 
different degrees of truth. Fuzzy logic and fuzzy set the­
ory are used to model these concepts in expert systems. 
Whereas in traditional set theory objects either belong to 
a set or not (i.e. a patient's temperature is either hot or it 
isn't), fuzzy set theory and fuzzy logic allow objects to be 
partial members of sets (i.e. the temperature can be 'hot' 
and 'very hot' at the same time, to different degrees). Alt­
hough this sounds counter-intuitive, it is useful for repre­
senting data such as temperature- after all, there is no 
clear dividing line at which point a temperature ceases 
being 'hot' and becomes 'very hot' (see figure 16-6). For 
example, a temperature which is somewhat hot may just 
be the symptom of a common cold, whereas a tempera­
ture which is high or very high signals a much more seri­
ous condition. 

Normal Hot 

Patient's temperature 

An advantages of fuzzy logic is that it allows expert sys­
tems to provide multiple answers, each with differing 
degrees of certainly. For example, the result of a medical 
expert system might be dengue fever (65% certainty) and 
malaria (25% certainty). 

Problems with Expert Systems 
As with any collection of data, an expert system's 
knowledge base may suffer from data integrity problems 
including data which has been incorrectly entered, data 
which has become out of date, or data which is incom­
plete or missing completely (see page 154). Each of these 
problems could have a significant effect on the reliability 
and accuracy of the answers provided by the system. 
Similarly, the inference engine, like any software system, 
may contain bugs. Erroneous or missing rules, or incor­
rect data processing, will also affect accuracy. 

The impact of these reliability problems depends on the 
knowledge domain. A fault diagnosis system which sug­
gests an incorrect solution may cause inconvenience, but 
a medical system which suggests incorrect treatment 
could cause a much more serious health impact. 

However, the key problem with expert systems is that 
they are dependent on the rules in their knowledge base, 
which cover only a small domain of knowledge, and they 
are unable to address problems outside of this domain, or 
exceptions to rules. This makes them unsuitable for some 
problems. Many modern AI researchers have moved 
away from developing expert systems, and towards de­
veloping systems which can learn and improve. 

Very hot 

Figure 16-6 Fuzzy logic lets elements be partial members of sets. Here, the temperature can be hot and very hot at the same time. 

Exercise 16-5 
a) Think of a knowledge domain where an expert system might be used. . 
b) Construct a diagram or a series of IF ... THEN rules to show how the expert system m1ght work. 
c) Did you encounter any problems during this process? 
d) What limitations exist in trying· to create a expert system in this way? 



Other AI Techniques 
Searching 
Another common artificial intelligence technique is 
searching. Searching considers most, if not all, possible 
solutions to a problem in order to find the most appropri­
ate one. It is often used by software that plays games like 
draughts (checkers) and chess. For example, playing as 
white in a game of chess, a searching algorithm would 
consider all possible white moves that could be made 
(usually about 30), then every possible black move that 
could be made for t!ach of those white moves (302

), then 
every possible white move for those black moves (303

), 

and so on. The software would then decide which move 
would lead to the best game situation. 

The depth of the search (the number of moves ahead that 
the computer examines) depends on the software and the 
available computing power- searching requires powerful 
computers because the number of possible outputs be­
comes very large very quickly. The Deep Blue chess com­
puter employed searching to beat world chess champion 
Gary Kasparov (see page 333), looking an average of 8 
moves ahead, but able to search up to 20 moves ahead in 
some situations. Searching is sometimes called a brute 
force approach because it uses sheer computing power to 
achieve its goals. 

Limitations of Artificial Intelligence 

Heuristics are sometimes used to speed up searching 
algorithms. Heuristics are 'rules of thumb' or 'rules 
which are generally true'. For example, a good heuristic 
for playing a game of chess might be 'it is better to lose a 
pawn than a knight'. There might be times when this is 
not the case (such as when said pawn is protecting the 
king), but in general, the rule holds true. Therefore, when 
using a searching algorithm to look for a solution, chess 
software can discard possible moves which result in los­
ing a knight if there are other moves available that lose 
lesser pieces (or no pieces at all). Immediately discarding 
bad moves like this saves time because the software does 
not examine any future moves for a bad move. The saved 
time can be used to examine other moves to a greater 
depth. 

Heuristics are also used by some anti-virus scanners to 
detect new viruses which do not yet have anti-virus defi­
nitions available. These virus scanners examine files for 
behaviour that is typically associated with a virus, such 
as making multiple copies of itself, attempting to delete 
or alter other files, or sending large volumes of email in a 
short time. Although these activities are not exclusive to 
viruses, they are a good common indicator of viruses. 

Consider the four images to the left. Most people -
even relatively young children - will be able to 
identity the two dogs and the two cats very easily. 
Yet in many cases you may not know how you dis­
tinguished them. You might say 'a dog has long fur 
and a cat has short fur', but this is clearly not al­
ways true. Similarly, cats usually have pointed, 
triangular shaped ears- but so do some dogs. Your 
understanding of what dogs and cats look like is 
based on your previous experience of seeing them, 
not a set of rigid rules that define how they look. 
This immediately makes it impossible to create ex­
pert system style rules to attempt this kind of chal­
lenge, and requires a new approach. 

Instead, a system which learns and adapts is need­
ed, so that it can be shown images of cats and dogs 
(trained, as people are) and then learn what they 
typically look like - just as we tell young children 
what dogs and cats look like by showing them ex­
amples. Modern research focuses more these com· 
putational intelligence techniques-creating ma­
chines which 'think','know', and 'learn' in the same 
way as humans think, know, and learn. 



Computational Intelligence Techniques 
Pattern recognition systems are often used in speech 
recognition and computer vision applications, including 
handwriting recognition and face recognition. They are 
also used by medical software to scan test result images 
for signs of tumours that might otherwise be missed. 
Each of these applications features a large amount of vari­
ance - although the general characteristics of hand writ­
ing, speech, and faces are the same, they vary greatly 
from person to person, and even one person's voice or 
face may vary even over relatively short periods of time. 

Pattern recognition systems do not use hard rules - in­
stead, they are trained using a set of training data. For 
example, a system to recognise handwriting will be 
shown samples of individual letters or words and be told 
what each one represents (This is an 'A', this is a 'B', and 
so on). 

Once training has finished, the system can be shown new 
samples of writing, break them down into individual 
letters, and use pattern recognition to work out which 
letter each one most resembles. This is the key point of 
pattern recognition systems - they have a confidence 
interval which reflects how certain their answer is. The 
confidence interval will be affected by the number of 
training images the system has been given - commercial 
systems might be trained on data sets containing thou­
sands of samples. 

Natural Language Processing 
Natural Language Processing refers to the ability of a 
computer to 'understand' human languages such as Eng­
lish, Spanish, or Kiswahili. The natural language may 
take the form of input for the computer to read and act 
upon (for example, voice commands), or the language 
may be the output (for example, a paragraph of text in 
response to a question). Machine translation - translat­
ing from one human language to another - is another 
common application of natural language processing. Sev­
eral characteristics of natural languages make under­
standing them very difficult task for a machine: 

• Many words have multiple meanings ('fire' for ex­
ample, could refer to something burning, firing 
somebody from a job, or firing a weapon); 

• One word may be translated differently depending 
on the context (for example, 'fire' becomes 'fuego' in 
Spanish if referring to a camp fire, but 'disparar' if 
referring to firing a gun). 

• There are often complex rules governing syntax and 
grammar. 

Figure 16-7 Cameras cannot 'see' faces, but use pattern 
recognition to detect them 
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Google translate I 

En un Iugar de Ia Mancha. de cuyo nombre no 
quiero acordanne, no ha mucho liempo que 
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adarga anligua, rocln naco y galgo corredor. 
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Figure 16-8 Software translators can be very useful, but still 
struggle with complex language 

Predictive text: artificial intelligence 
Predictive text systems in mobile phones use a form of 
artificial intelligence to guess the word being typed. 
When typing the first few letters of a word, there are no 
definite rules for which letters come next. However, this 
does not mean that the computer cannot make an edu­
cated guess. For example, when the first letter of a word 
is a 'c', it is quite likely that the next letter will be a vow­
el. Other letters are also quite likely (such as 'h'), while 
others are much less likely (for example, c is rarely, if 
ever, followed by 'q' or 't' at the start of a word). In oth­
er cases, 'q' is almost always followed by 'u', and certain 
pairs are often found together- such as 'th' and 'st'. By 
examining simple probabilities and word frequencies, a 
predictive text system can make reasonable guesses at 
the word you might be typing. 



• Some languages are rife with idiom which require 
more than just a literal translation (consider the 
phrases 'blowing his own trumpet', 'a picture paints 
a thousand words', or 'make no bones about') 

• Some words or phrases may lack direct translations -
for example, the Kiswahili 'anataka zawadi' means 
either 'he wants a gift' 9r 'she wants a gift'- the gen­
der of the subject cannot be distinguished from this 
phrase. While English generally uses 'he' when the 
gender is unknown, this could cause confusion if the 
gender of the person is revealed later in the text. 

In order to successfully translate between two languages, 
a computer needs to have a list of words and their equiv­
alents in the target language. However, such a word by 
word translation would produce very poor results in 
even the simplest sentences. Consider the following sen­
tence translated word by word from Spanish to English: 

El gato rojo becomes The cat red 

Therefore, in addition to knowing the equivalents of each 
word, the translation software needs to know the class of 
each word (adjective, noun, verb, and so on), the rules 
governing the order of the words in each language in 
different circumstances, the tenses, its gender, whether it 
is singular or plural, and much more information. 

Figure 16-9 Representation of links between concepts 

Representing Knowledge 
Representing knowledge and the links between pieces of 
knowledge is important for many intelligent systems. 
Language in particular, has many complex interrelation­
ships between concepts and ideas. 

One way to represent this knowledge is using nodes 
which are connected by links. Each link has a weight 
which specifies the strength or importance of the relation­
ship between those two ideas. 

For example, in figure 16-9, we can see that the word sky 
is strongly associated with the words blue, sun, and clouds. 
The weights between the nodes can be determined by 
training-in this case, perhaps asking people for the 
words they think of when they hear the word sky or sun. 
The more people that mention a word in conjunction with 
another, the higher the strength of the link, and thus its 
weight. Other words are also associated with sky, such as 
moon and stars, but the weight of these links is lower­
perhaps because, when asked for words associated with 
sky, fewer people thought of those words. 

The advantage of this method is that 'incorrect' train­
ing-such as people entering unusual associations, does 
not greatly affect the knowledge since the most common 
associations rise and the less common ones fall in im­
portance. 



Using this representation of knowledge, answers can be 
found to questions posed in natural language. Consider 
the question 'what colour is the sky?'. Natural language 
processing techniques can be used to locate the important 
words in this sentence (sky and colour). In figure 16-9 
there are eight associations with sky. Some would make 
no sense: 'the sky is moon' or 'the sky is sunset'. This is also 
true for the word most strongly associated with sky, 
clouds. However, some of the words associated with sky 
are also associated with the other key word from the sen­
tence, colour. These are blue, white, and orange. Of these 
three words, blue is the most commonly associated with 
sky, giving us our answer: the sky is blue. 

Representing knowledge in this way provides relatively 
useful answers even to fairly complex questions. Of 
course, figure 16-9 is a simplified example and in reality a 
great deal more information needs to be stored. 

Neural networks 
Artificial neural networks, or ANNs, are an attempt to 
make computers learn in a similar way to humans, by 
representing the neurons in the human brain and the 
electrical impulses which flow between them (synapses). 
ANNs feature a series of inputs and a series of outputs, 
connected by one or more layers of nodes (figure 16-10). 
These nodes are connected to each other, with the im­
portance of the connection being donated by its weight. 

Each hidden node takes inputs from several input nodes, 
and uses a transfer function (also called an activation 
function) to determine its output. The transfer function 
pays more attention to nodes with higher weights. The 
output is then passed to the next node. 

A neural network needs training before it can be used 
effectively. During this learning phase, the neural net­
work is given a series of inputs and calculates its output. 
This output is then compared to the expected output, as 
determined by a human. The difference between the 
ANNs output and the expected output is known as the 
error. A process called back propagation then occurs­
the weights of some nodes in the ANN are adjusted until 
the transfer functions produce output more closely 
matched to the expected output. 

After training, a neural network can be given real data 
and classify it (produce output) based on the examples it 
has previously learnt. Applications of neural networks 
include hand writing recognition (recognising charac­
ters), data processing such as data mining (see page 158), 
and spam filtering (see page 101). 

Artificial Intelligence in Action 
Despite having more Closed Circuit Television (CCTV) 
cameras per person than any other nation, less than 3% 
of UK crimes are solved using CCTV footage. Develop­
ers of a Smart CCTV system named Samurai hope to 
change this. Samurai actively monitors video feeds, 
tracking people from camera to camera and using neu­
ral networks to check for signs of suspicious behaviour, 
such as unattended luggage or loitering outside an im­
portant building. If the system spots something suspi­
cious, it alerts authorities, who can then investigate3

• 

A more mundane use of neural networks is in the bank­
ing industry to vet transactions. Whenever a credit card 
transaction is made, software compares the transaction 
with previous spending habits, looking for abnormali­
ties. A card being used hundreds of miles apart within a 
short time suggests possible fraud, for example, as does 
unusually high or repeated withdrawals, especially at 
strange times such as during the night. Systems like 
these have helped reduce credit card fraud by half in ten 
years4

• 
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Figure 16-10 Neural networks are designed to work in a similar 
way to the neurons in the human brain. 



Artificial Examiners? 
Researchers at the University of Buffalo, New York, have created 
software to read and grade student exam papers. Assessing sim­
ple multiple choice papers is quite simple for a computerised 
system, but the software created by Professor Sargur Srihari's 
team was tested on reading comprehension exams answering the 
question 'How was Martha Washington's role as First Lady 
different from that of Eleanor Roosevelt?' 

Prior to the process, human examiners graded 300 scripts, and 
these were used to train the system. The system looked for key 
phrases and words which were commonly found in papers given high grades by the human examiners. 

Another set of exam papers was then given to the computer system. First the hand written papers were scanned, then 
hand writing recognition software broke them down into separate words. The artificial examiner software then looked 
for occurrences of the previously identified words and phrases, giving higher grades if there were more instances of 
them, and lower grades if there were fewer instances5

• 

Although this might sound like a great technological feat, there are still significant limitations. Apart from the difficulty 
of recognising hand writing, the scope of the answers are also quite limited, as children are expected to answer with key 
words taken from the exam question. Questions with much wider scope, such as 'Evaluate the main causes of the Se­
cond World War', could still not be assessed by a computer. 

Another problem with the system is understanding context, as merely including key words in an answer may not be 
enough. For example, a student could include key words but incorrectly state that George Washington is the current 
president of the United States, or that Martha Washington was the First Lady of the United Kingdom. It is therefore 
important not only to include key words, but to use them appropriately and not to include mistakes -something the AI 
software finds hard to detect. 

Exercise 16-6 
These web sites feature a variety of artificially intelligent programs. Visit the sites, try the programs, and describe the 
techniques you think each might use to try to achieve 'intelligence'. 

• Exsys Expert Systems-a variety of demonstration expert systems on their web site, including a dog breed selec­
tor and a restaurant advisor. (www.exsys.com/demomain.html) 

• START- a 'Natural Language Question Answering System'. (start.csail.mit.edu) 
• Baby Rose-a 'community powered Artificial Intelligence Project', is a web application which communicates with 

users in natural language. Users can talk to Rose and teach it new words. (www.teachrose.com) 
• 20 Questions-think of an item and answer 20 questions to see if the computer can guess it (www.20q.net) 
• Google Translate-Offers translation in many languages-choose two that you know and check its accuracy 

(www.google.com/translate) 
• Tic-Tac-Toe-Try to beat the computer. What does this tell you about the nature of some games? 

(www.goriya.com/flash/tictactoe.shtml) 

Exercise 16-7 
The Deep Blue computer beat world chess champion Gary Kasparov, displaying 'more intelligent' behaviour in the 
game of chess. Yet Deep Blue played chess in a way no human being does: by using searching algorithms to analyse 
thousands and thousands of moves ahead and look for the best choice. 

Is it enough for a computer to display intelligent results? Or should a truly intelligent computer 'think' in the same 
way a human being thinks? Discuss which is more important-the results that are demonstrated or the methods by 
which they are achieved? [8 marks] 



Robotics 
A robot is a computer controlled system that performs 
manual, physical tasks. Robots can be autonomous, using 
artificial intelligence or computational intelligence tech­
niques to navigate their environment and perform their 
jobs, or they can be remotely controlled by a human oper­
ator. Robots are primarily used for three types of physical 
jobs: 

• Dangerous jobs - such as cleaning up nuclear waste 
or performing bomb disposal 

• Boring or repetitive jobs - such as manufacturing 
jobs in factories or on production lines 

• Exploring inaccessible envirorunents - such as the 
extreme ocean depths or the surfaces of other plan­
ets, which are difficult or impossible for humans to 
access 

Social impacts of robots 
Robots cause a variety of positive social impacts. Robots 
used for hazardous jobs like bomb disposal (figure 16-11) 
clearly reduce the risk of death or serious injury to hu­
mans. Exploration robots help increase scientific 
knowledge - they have been used to locate and recover 
the wreckages of ships and aircraft lost in the ocean 
(including helping to find the wreck of the Titanic in 
1982), and at least three robotic rovers have landed on the 
surface of Mars, moving around the Martian surface and 
sending samples and photographs back to Earth. Manned 
missions to these environments would be significantly 
more expensive and dangerous than sending robots. Un­
manned space vehicles have also been sent to the Mir and 
ISS space stations to resupply the crews living there-in 
these cases, there is no need to send a human crew (who 
would need their own supplies) on such relatively rou­
tine missions. 

Robots by application area (2009) 

Logistics 4% 
5% 

Public relations 1% 

Defence applloatlons 
30% 

Source: International Federation of Robotics 
Figure 16-12 Common applications for robots 

Carrier robots such as the Big Dog move across rough 
terrain carrying heavy loads for the military. The BEAR 
(Battlefield Extraction Assist Robot) robot is designed to 
rescue soldiers on the battlefield, reducing the need for 
humans to enter the line of fire. Search and rescue robots 
are being developed to search environments such as the 
ruins of buildings after an earthquake. Many of these are 
designed to travel through gaps where humans could not 
fit, or in unstable buildings that may collapse without 
warning (figure 16-13). 

Domestic robots are available to assist in cleaning jobs 
around the house, while robots like the BEAR and Pearl 
can assist elderly people by providing support when 

Figure 16-11 A US Navy bomb disposal robot (left); Robots designed to play football in the RoboCup league (right) 



walking, announcing reminders of medication times, and 
calling an emergency number if movement is not detect­
ed after a certain period of time. 

Robots excel at performing the same operation over and 
over again without variation and without becoming tired. 
Unlike human workers, robots do not need breaks or shift 
changes, and do not get sick. This makes them ideal for 
manufacturing jobs such as those in factories or on pro­
duction lines, improving output efficiency. 

However, these same robots may cause negative impacts 
by making human workers redundant: a single robot can 
replace several workers in a factory, and although new 
jobs are created for maintenance operators, on average 
more jobs are lost than gained. 

There is also the risk of injury in any environment where 
humans and robots work together. A single robotic arm 
made out of steel may weigh tens of kilos, giving it great 
potential to cause injury, and it is difficult for many ro­
bots to detect obstacles in their way. For this reason, ro­
bots in factories usually operate in separate areas - often 
fenced off - and use systems that cut power to robots 
when a human enters their area. Nevertheless, there have 
been causes of workers injured or killed by robots that 
failed to detect their presence6

• 

Ethical Issues 
Developing robots which will inevitably cause employ­
ment is clearly an ethical issue that needs debate. The 
development and use of robots raises several similar is­
sues, including the increased reliance that humans have 
on technology, and questions about the wisdom of dele­
gating decision making processes to machines. 

The development of humanoid robots, which have the 
general overall shape as human beings, and androids, 
which attempt to mimic the look of human faces and skin, 
raises unique ethical questions about our identities. Exer­
cises 16-15 and 16-16 cover some of the ethical issues that 
might arise through robotic development. 

Figure 16-13 An image of the Martian surface taken by the Spirit 
rover (top); a robot arm which automatic dispenses medicine 
(middle); rescue robots, designed to move like snakes, can access 
otherwise inaccessible areas . 

. ' 



Sensing the World 
Like all IT systems, robots' work is divided into four stag­
es: input, processing, storage, and output. Robots use a 
variety of artificial intelligence and computational intelli­
gence techniques to process and store their data. Because 
robots do manual, physical tasks and move around their 
environments, the input and output devices they use 
differ greatly from those found on most computer sys­
tems. 

Robots cannot see as human beings can: even if a robot is 
attached to a video camera, it will have no understanding 
of what the image contains, nor its meaning. It cannot 
even understand which parts of the image are closer to it 
and which are further away. All the robot 'sees' is a 2D, 
flat collection of coloured pixels with no meaning. Pro­
gramming a computer to understand and 'see' its envi­
ronment-so called computer vision-is one of the great 
challenges of robotics. 

Because of this, many robot designers use a different ap­
proach. Instead of designing robots to see the environ­
ment as humans do, they design robots to sense or meas­
ure it. For example, instead of using a camera to see a 
classroom, and programming the robot to understand the 
different objects in the room, a robot designer might use a 
proximity sensor to measure the distance to nearby ob­
jects. This can be achieved using an infrared (IR) sensor 
and measuring the time taken for light emitted by the 
robot to be reflected off objects and return. The robot can 
use this information to build an internal map of the ob­
jects around it. However, even using this approach, a 
robot will not know what nearby objects are- merely that 
they exist. 

Lasers are another type of light sensor often used on ro­
bots. Lasers work in a similar way to IR sensors, but are 
more powerful. However, their range is still quite limited 
and they don't work well in low visibility conditions such 
as cloud, fog, or mist. Lasers also have difficulty detecting 
some highly reflective surfaces (such as water). 

Radar can be used to detect obstacles by emitting radio 
waves and measuring the reflected waves. Radar has a 
much longer range than light sensors and can 'see' in low 
visibility conditions such as fog and cloud. However, 
radar is less accurate than light sensors and sometimes 
detects non-existent objects. 

Instead of measuring distances using IR, laser, or radar, 
some robots use video cameras and computer vision 
systems. A video camera on its own is useless to a ro-

Figure 16-14 Wakamaru (top), designed by Mitsubishi is a do­
mestic companion and assistance robot. Repliee android robots 
(bottom) boast incredibly lifelike appearances, if somewhat 
limited abilities. 

bot-it can only 'see' a 2D collection of coloured pixels. 
To make a robot 'see' objects, its software has to search 
the image for shapes, patterns, or colours that it 
'recognises', using pattern recognition techniques (see 
page 339). When the robot is created, it has to be trained 
to know what each of these patterns might be. 

Cameras have similar limitations to the human eye - they 
don't work well in the dark or in other low visibility con­
ditions. A single camera is unable to 'see' the world in 
three dimensions, so the robot cannot see how far away 
objects are. One approach to depth perception is to use 
two cameras set slightly apart (like our eyes) to give two 
slightly different images (again, exactly like our eyes). 
The slight offset between these images can be used to 
calculate distance from the observer (objects closer to the 
viewer seem to have shifted more than objects further 
away). This is similar to looking out the side of a moving 
car and seeing close objects speed past quickly, but dis­
tant objects appear to move much more slowly. 
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Pressure sensors are used to tell a robot if it has touched 
something, and the direction in which it has touched it, 
which is useful for negotiating obstacles (though not 
avoiding them in the first place). Pressure sensors also 
give a sense of 'touch', like human skin, which is essential 
for robots which grasp objects. For example, a robot try­
ing to pick up an egg needs to know how much pressure 
is being exerted: too little and the egg will fall, but too 
much and the egg will be crushed. This is of even more 
concern if the robot works closely with humans-perhaps 
helping to steady an elderly patient whilst walking, or 
picking up a baby in a hospital. 

Other sensors used by robots include heat sensors, useful 
for detecting living things in an environment, magnetism 
sensors, pH sensors, sound sensors, and humidity sen­
sors-many of which are used in exploration robots to 
gather environmental data. 

Robotic Output Devices 
A variety of robotic arms are available, from very simple 
lifting devices to arms with many joints, multiple degrees 
of freedom, and as much dexterity as the human arm (or 
even more). Arms are powered by relay circuits and mo­
tors. They are one of the most common robotic output 
devices because of the range of tasks they can complete­
from lifting and moving objects to welding and painting. 
Robotic arms can have specific tools permanently 
attached to them, or they may use a variety of clamps and 
fingers to grasp different objects-though usually this is a 
much more difficult proposition. 

If clamps are used, they typically need to be fitted with 
pressure sensors to ensure they do not damage the item 
being gripped by crushing it. Robotic fingers operate in a 
similar way to clamps, except they offer great flexibility 
in the type of items they can grasp. 

Exercise 16-8 

Figure 16-15 Small domestic robot for cleaning floors 

If a robot is under remote human control, haptic technol­
ogy is commonly used to give the operator feedback in 
the form of vibrations or forces, to indicate the state of the 
robot. For example, a strong vibration may be felt if the 
robot comes too close to, or collides with, an obstacle. The 
Da Vinci surgical robot uses this technique to resist the 
surgeon's input when they start to move instruments 
away from the designated area of the body being operat­
ed on. 

Especially in environments where humans work along­
side robots, lights, sirens, and speakers are used to alert 
people to the presence of heavy, dangerous machinery, in 
order to avoid potential accidents. 

To move around their environments, many robots use 
wheels or tracks. Legs can also be used, though standing 
and moving on two legs is an incredibly difficult task for 
a robot. One of the problems robots face is uneven surfac­
es and obstacles such as stairs, which can be difficult to 
clear with any of these techniques. 

In science fiction, many robots are designed as humanoids-standing upright and having a shape which generally 
resembles that of the human body. Why do you think this is? In real life, far fewer are designed in this way. Why do 
you think robot designers might avoid designing humanoid robots? 

Exercise 16-9 
Research domestic cleaning robots such as Roomba, which move across the floor, cleaning dirty areas of the house. 

a) Explain how these robots sense & navigate their environment. [6 marks] 
b) Explain how these robots know where to clean. [6 marks] 

Exercise 16-10 
Robotics is a constantly changing field. Use the Internet to find examples of the latest robotic developments in each of 
the ITGS specific scenarios. Describe the jobs these robots do and explain the possible social impacts. Do these robots 
raise any ethical issues? [10 marks] -



Exercise 16-11 

Case Study: The DARPA Grand Challenge 
In 2005, the US Defence Advanced Research Projects Agen­
cy (DARPA) initiated the Grand Challenge-a robot race 
offering a $1 million prize for the team who could build a 
driverless robot to negotiate 240 kilometres of desert roads. 

Despite two years of development, race day saw a high 
attrition rate-all but four vehicles had failed after 3 hours, 
and only one vehicle-Sandstorm-made it past 11 kilome­
tres, before getting stuck on a dirt mount and being unable 
to continue. 

A year later, and the 2005 Grand Challenge offered an in­
creased prize of $2 million and a race over 212 kilometres of 
the Nevada desert. Key entries included Stanley, entered by 
Standard University; Highlander and Sandstorm, both en­
tered by Carnegie Mellon University; TerraMax, a 30,000 
pound truck; and Ghost Rider, the only autonomous motor­
cycle in the race. 

As in the first race, the desert conditions proved tough for 
some of the vehicles, but despite this all but one of vehicles 
were still running at the point Sandstorm failed the previ­
ous year. 

The Stanford team eventually won the challenge, with Stan­
ley completing the course in just under 7 hours, followed 
by Sandstorm and Highlander in 2nd and 3rd places. In 
total five vehicles finished the course, though TerraMax 
took almost 13 hours. 

After the success of the desert challenge, in 2007 DARPA 
hosted the next Grand Challenge-the Urban Challenge. 
This required vehicles to negotiate a road course while fol­
lowing all traffic rules, avoiding other vehicles, obstacles, 
and pedestrians. In all, six teams managed to complete the 
course successfully. 

Figure 16-16 Highlander (top) finished third in 2005; slow but 
sure Terra Max (middle) finished 5th; the next challenge for the 
winner Stanley (bottom) is the Urban Challenge. 

Imagine you were going to enter a vehicle into the DARPA Grand Challenge. 
a) Describe three challenges robot designers might face when designing a driverless vehicle to compete in the Grand 

Challenge. [6 marks] 
b) Explain how each of these challenges might be solved. [ 6 marks] 

Exercise 16-12 
Research the red team (Highlander and Sandstorm) and the blue team (Stanley) from the 2005 Grand Challenge. Their 
robots work in two fundamentally different ways. Explain how these approaches relate to the artificial intelligence 
methods covered on page 338. [8 marks] 



Chapter Review 
Key Language 

Artificial Intelligence 
Artificial Intelligence 
Artificial Neural Network 
Boolean logic 
brute force searching 
CAPTCHA 
chaining 
Chinese Room, the 
common-sense knowledge 
computational intelligence 
confidence interval 

Robotics 
android 
autonomous 
camera 
clamps 
claws 
computer vision 
heat sensor 
humanoid 

Exercise 16-13 

expert system shell 
expert system 
feedback loop 
fuzzy logic 
fuzzy set theory 
hand writing recognition 
heuristics 
IF-THEN rule 
image analysis 
inference engine 

humidity sensor 
infrared sensor 
lasers 
light sensor 
lights 
magnetism sensor 
motors 
pH sensor 

inference rule 
knowledge base 
knowledge domain 
knowledge engineer 
knowledge representation 
logic 
machine learning 
machine translation 
natural language processing 
pattern recognition 

pressure sensor 
proximity sensor 
radar 
relays 
robot 
robotic arm 
robotic fingers 
sensors 

rules 
searching 
set theory 
speech recognition 
speech synthesisers 
training data 
Turing test 
user interface 

sirens 
sound sensor 
speakers 
tracks 
wheels 

Find something that you personally consider a piece of art. It can be any form (drawing, painting, writing, music) but 
it must be human-created. Then find a machine-created piece of work (drawing, writing, music, etc.). This must be 
created by a machine, not created by a human being using a machine (i.e. not a photo edited using graphics software). 

Produce a short presentation which addresses the following questions 
a) Why do you consider your 'human example' to be art? 
b) Can a machine produce something that we can call'art'? If so, are there any limitations to this? 
c) What if we don't know whether or not something was produced by a computer? 
d) Are 'artificial artists' a good idea? 

Exercise 16-14 
The BEAR robot is a dual-purpose robot. It was originally designed to extract injured soldiers from the battlefield, but 
civilian applications were also considered- such as helping elderly people. 

a) Describe the challenges this robot might face. [4 marks] 
b) Explain how the designers might solve them. [6 marks] 

Exercise 16-15 
Android robots are already being developed. Discuss the issues that occur when robots which resemble human 
beings are built. [8 marks] 

Exercise 16-16 
Discuss whether it is appropriate to develop robots which will cause a clear negative impact, such as causing people to 
lose their jobs. What, if anything, should society do for who lose their jobs because of robotic development? (8 marks] 



Exercise 16-17 
(a) (i) Define the term natura/language processing. [2 marks] 

(ii) Describe two components of an expert system. [4 marks] 

(b) Explain the benefits of using an expert system for medical diagnosis. [6 marks] 

(c) Discuss whether machine translation tools are a viable alternative to human translators. [8 marks] 

Exercise 16-18 

Robot assisted surgery, using tools such as the Da Vinci Surgical System, is becoming more common. 
Healthcare benefits include less invasive surgery and claimed shorter recovery times. 

(a) (i) Define the term 'robot'. [2 marks] 

(ii) Identify two input devices and two output devices used on the Da Vinci robot. [4 marks] 

(b) Explain two applications of robots in healthcare other than for robotic surgery. [6 marks] 

(c) One possibility the Da Vinci Surgical System offers is remote surgery- the idea that the surgeon and [8 marks] 
the patient are in separate geographical locations- with the surgeon's input and the robot's feedback 
being communicated over a network. Evaluate the benefits and concerns that this would cause. 

Exercise 16-19 

Robots are being increasingly used by the military to replace or augment human soldiers. Robotic 
vehicles such as the Big Dog can carry large loads, while bomb disposal robots help keep soldiers out 
of danger, and remote drones such as the Predator and Reaper can be piloted from thousands of kilo-
metres away. 

(a) (i) Define the term 'haptic feedback' [2 marks] 

(ii) Describe two approaches an autonomous vehicle might use to navigate a battlefield environment. [4 marks] 

(b) Explain the concerns that might arise with the use of robots in a battlefield environment. [6 marks] 

(c) Millions of dollars are spent on robotic development each year. To what extent is this an appropriate [8 marks] 
way to spend such large amounts of money? 
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Syndrome. 
Custom I bespoke software: 

Software created specific 
for an individual or organ­
isation. 311 

cyber-bullying: Use of IT 
such as social networks to 
harass or bully individu­
als. 230 

cyber-terrorism: Using com­
puter hacking techniques 
to commit acts of terror­
ism. 305 

cyber-warfare: Using com­
puter hacking techniques 
to commit acts of war. 305 

cybernetics: Integration of 
IT into the human body. 
252 

data centres: Large ware­
houses of computers that 
host hundreds or thou­
sands of gigabytes of data. 
242 

data collection: Used to find 
information about an ex­
isting system during the 
development of a new 
system. 314 

data entry form: Screen 
used to input data into a 
database. 

Data Flow Diagram: Shows 
processes in a system and 
the flows of data between 
them. 317 

data integrity: 154 
data layers: Layers of infor­

mation added to a Geo­
graphical Information 
System. 239 

data logging: Automatic 
recording of data using 
sensors.236 

data matching: Combining 
several databases to build 
up more information 
about a person or set of 
people.158 

data mining: Searching 
collections of data for 
hidden patterns. 158, 201 

Data Protection Act: UK law 
that governs the collection 
and use of personal data. 
159 

data redundancy: Data in a 
database which is need­
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data structure: Description 
of the data which will be 
stored in an IT system. 317 

data subject: The person 
about whom data is 
stored. 17 

data synchronisation: Ex-
changing data between a 
computer and a portable 
device such as a smart 
phone.16 

data throughput: Rate at 
which data is processed 
and output by a system. 14 

data types: Format of data in 
a field, such as text, num-
ber, or date. 145 

data user: Person who will 
have access to data in a 
database. 17 

data warehouses: Vast data-
bases containing many 
gigabytes of data. 158 

data-driven web sites: Web 
site whose content is gen-
erated from a database. 
204 

database administrator: 
Person with overall re-
sponsibility for managing 
a database. 314 

Database Management 
System: Application soft-
ware used to create, enter, 
edit, and retrieve data in a 
database. 144 

database server: Computer 
on a network that stores 
data for other users to 
access. 68 

database software: Applica-
tion software for creating, 
recording, and finding 
large collections of data. 
51 

DBMS: See Database Man-
agement System. 

DDoS: See Distributed De-
nial of Service attack : 

Decision Support System: 
Use of models or expert 
systems to aid (business) 
decision making process-
es. 168 

Defragmentation: Process of 
reducing disk fragmenta-
tion. 47 

delivery: See deployment. 
Denial of Service attack: 
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signed. ronrnent due toe-waste. 

deskilling: Reduction in the 234 
skill needed to do a job, Digital Millennium Copy-
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desktop computer: Typical intellectual property and 
computer system with a copyright protection. 276, 
separate screen and sys- 290 
tern unit.15 digital radio: 282 

desktop publishing soft- digital restoration: Use of 
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ware used to lay out pages cient works of art. 284 
for printed publications. Digital Rights Manage-
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development manager: In ing. 58, 135, 276 
project development, per- digital signatures: Tech-
son who oversees pro- nique used to authenticate 
grammers as they create remote users, such as 
the system specified in the online shopping business-
design. 314 es. 108 

device drivers: Utility soft- digital television: 282 
ware used by the operat- digital video cameras: Cam-
ing system to communi- era that saves digital vid-
cate with peripheral devic- eo:25 
es.45 digitisation: See digitise. 

DFD: See Data Flow Dia- digitise: To convert data 
gram. from analog to digital 

DHCP: See Dynamic Host form. 24, 133, 237, 284 
Control Protocol. direct changeover: Imrnedi-

dialup: Internet access that ate removal of an old sys-
connects using a telephone tern and complete replace-
line and a MODEM. 76 ment with a new IT sys-

dictation software: See voice tern. 322 
recognition software. direct payment: E-

dictionary attack: Attempt commerce payment using 
to break a password by a debit or credit card. 199 
trying all possible words. Direct Recording Electron-
94 ic: Voting machines where 
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that saves images digital- ing a screen. 295 
ly, often in JPEG format. discrete data: See digital 
25 data. 

digital certificates: Used to disk wiping: Securing delet-
authenticate a user, for ing files from a disk, be-
example a shop in an yond recovery. 35 
online transaction. 199 
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Distributed Denial of Ser- Management. Transfer. Records. 
vice attack: Denial of ser- drone: See Unmanned Aeri- EHR: See Electronic Health emulator: Program that 
vice attack committed al Vehicle. Records. creates a simulation of 
using dozens of comput- DSL I cable: Common type Electronic Data Inter- another computer's hard-
ers, usually zombies on a of broadband Internet change: Process of trans- ware. 312 
botnet. 98 connection. 76 ferring data between sys- encryption: System of en-

distributed processing: Use DTP: See desktop publish- terns in a standard format coding plaintext so that it 
of multiple separate corn- ing software. that both can understand. cannot be understood with 
puters working together dual core: A multi-core sys- 233,257 access to an encryption 
on a common task. 176 tern with two processor Electronic Funds Transfer: key. 106 

DMCA: See Digital Millen- cores.31 Transfer of money from encryption key: Used to 
niurn Copyright Act. DVD: Optical secondary one account to another encrypt and decrypt data. 

DNA database: 300 storage device capable of using computer systems 106 
DNS: See Domain Name storing up to 8GB. 33 and networks. 193 end user licence agreement: 

System. 292 Dvorak keyboards: Alterna- Electronic Health Records: Licence agreement for 
DNS poisoning: Technique tive keyboard layout to Computerised medical software that sets out the 

used by criminals to alter improve typing speed. 19 records, often stored on a users rights and responsi-
DNS records and drive Dynamic Host Control centralised server. 256 bilities. 58 
users to fake sites, to corn- Protocol: System that electronic ink: Technology end-user: Person who will 
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do not track: Initiative de- addresses to computers on improve display quality. finished. 313 
signed to stop tracking a network. 78 283 enterprise information 
cookies from recording dynamic web site: See data- Electronic Medical Records: system: Software which 
user's web activity. 207 driven web sites. See Electronic Health Rec- provides business data 

DOC: File format for docu- e-book: 225, 245, 283 ords.256 and analysis functions for 
rnents, used by Microsoft e-book reader: Portable electronic shopping cart: large organisations. 201 
Office. 137 device used to download Feature of e-cornmerce Entertainment Software 

Domain Name System: and read e-books. 223 sites which contains items Rating Board: Organisa-
System for translating e-commerce: The techniques for later purchase. 198 tion that provides content 
domain names into IP used to sell products electronic textbooks: E- ratings for computer 
addresses. 82, 209 online. 198 books designed to replace games.279 

domain names: Human e-leaming: Electronic learn- traditional paper text- entities: Component of an 
readable names given to ing. The use of IT to teach books for teaching and Entity Relationship Dia-
web sites, such as and learn. 220 learning. 225 gram.318 
www.itgstextbook.com. e-marketing: The techniques electronic voting: Any use entity relationship diagram: 
82,209 used to market produces of IT to count or cast votes Shows the items of data 

donation schemes: Schemes online. 210 in an election. 295 stored in a system and the 
set up to receive donations e-passport: Passport with a electronic waste: Discarded relationships between 
of old computers for refur- microchip containing electronic equipment. 244 them. 318 
bishing and reuse. 247 biometric features, and email: 210 equality of access: 29, 229, 

DoS: See denial of service RFID technology to trans- email monitoring: Techno!- 251 
attack. mit these to immigration ogy to monitor ernails sent ERD: See Entity Relation-

Dots Per Inch: Measure of control. 293 and received, usually by ship Diagram. 
the quality of a printer's e-petition: Online petitions, employees. 188 ergonomics: Meaning a 
output. 24, 127 usually housed on govern- email server: Computer on a system design for user 

download: To transfer data rnent web sites. 298 network that stores email comfort. 266 
from a server to a client e-prescriptions: Electronic for other users to access. eSAT A: A modem type of 
computer. 66 prescriptions. 257 68 connector for attaching 

DPI: See dots per inch. e-store: Web page used for e embedded systems: Corn- external hard disks. 39 
ORE voting machine: See -commerce. 198 puter system hidden in- ESRB: See Entertainment 

Direct Recording Electron- e-waste: See electronic side another device, such Software Rating Board. 
ic. waste. as a car engine manage- Ethernet: Type of wired 

Drive-by download: Pro- EB: See Exabyte. rnent system. 18 network connection corn-
gram which automatically EDI: See Electronic Data employee monitoring: Tech- rnonly used on LANs. 77 
downloads when a user Interchange. nology used to monitor EULA: See end user licence 
visits a web page, usually edutainment: Entertainment the work of employees agreement. 
without their knowledge software designed to have using a computer system. EV SSL: Extended Valida-
or consent. 98 an educational aspect. 224 188 tion SSL. Digital certificate 

DRM: See Digital Rights EFT: See Electronic Funds EMR: See Electronic Medical validation technique used 

.. 



on the world wide web. database. 145 116 function: Built in features of 
109 field size: Validation tech- follow-the-sun working: spreadsheet software for 

Exabyte: Storage unit: 1024 nique. Number of charac- Work is passed to workers performing common cal-
petabytes. 37 ters that can be stored in a around the globe depend- culations. 170, 178, 183, 

expert system shell: Soft- field. 157 ing on the time of day in 194 
ware used to create expert file server: Computer on a any location. 190 functional requirements: 
systems. 335 network that stores files footer: Area of a document Specific features and func-

expert systems: Software for other users to access. which appears the same tions that a proposed IT 
designed to make the 68 on every page. 136 system must have. 314 
same decisions that a hu- File Transfer Protocol: Sys- foreign key: Database field future warrior: See wired 
man expert would, in a tern for transferring files whose sole purpose is to soldier. 
given knowledge domain. over the Internet, often form part of a relationship fuzzy logic: Logic in which 
260,335 used for uploading web with another table. 148 items can have multiple 

external hard disk: Portable sites. 84, 209 forms: See data entry form. values. Used in AI. 337 
storage device often used filter (Internet): Software 152 fuzzy set theory: System in 
for backups. 33 which blocks some Inter- formula: In spreadsheets, a which items can be partial 

external link: HTML link net content, based on a combination of cell refer- or complete members of a 
which points to a separate, series of rules or lists of ences and mathematical set. Used in AI. 337 
external web site. 203 content. 188,228,290 operations. 170, 178, 182, game controllers: Input 

extranei: Content on a LAN filters (graphics): See digital 194 device with buttons used 
which is available to au- effects. forums: Online areas where for games playing. 21 
thorised third parties. 193 firewall: Hardware or soft- users can post messages to Gantt chart: Used to chart 

eye tracking software: Ac- ware that controls access each other. 220 the stages of a planned IT 
cessibility software that to a network. 44, 73, 292 fragmentation: Problem that project and the people 
tracks where a user is firewire: Interface for attach- occurs as files are saved on responsible for each stage. 
looking on the screen. 29 ing external hard disks non-contiguous sectors on 315 

failover system: See Redun- and digital video cameras. a disk. 47 gateway: Computer which 
dant system. 15 39 free and open source soft- acts as a bridge between a 

fair use: Exceptions to copy- first party cookie: Cookie ware: Software whose local area network and the 
right law that allow copy- left by a web site the user source code is freely avail- Internet. 69 
ing in certain limited cir- directly visited. 207 able and can be changed GB: See Gigabyte. 
cumstances. 135 FLAC: Lossless file format and distributed. 55, 297 Gbps: Gigabits per second. 

false negative: When a sys- for audio. 132 freeware: Software which is Measure of network band-
tern incorrectly rejects an Flash: Technology often distributed for no cost. 55 width. 77 
action instead of accepting used to create interactive Frequently Asked Ques- Geographical Information 
it. 91, 226, 292 web pages. 204 lions: List of questions System: Mapping system 

false positive: When a sys- flash memory/flash drive: and answers often found with layers of additional 
tern incorrectly accepts an See solid state storage. in manuals and help data for analysis and plan-
action instead of rejecting flat classrooms: Use of IT to screens. 61, 320 ning. 239 
it. 92, 226, 291 connect classrooms with FTP: See File Transfer Proto- geotagged: Item of data 

feasibility study: Exarnina- other classrooms around col. (usually an image) with 
tion of a proposed system the world: 222 full backup: Backup that GPS coordinates embed-
to see if its creation is flat file database: Database copies all data from a ded. 241 
possible. 314 which consists of just one system. 49 GHz: See gigahertz. 

Federation Against Soft- table. 146 full body scanners: Security GIF: Lossless file format for 
ware Theft: Organisation fleet management: Software system used at airports to images.132 
that works to reduce ille- to track and manage fleets produce a digital image of Gigabyte: Storage unit: 1024 
gal copying of software. 58 of vehicles, including passengers 'without megabytes. 12 

feedback loop: Use of previ- route planning and data clothes'. 216 gigahertz: Unit of measure-
ous answers (right or analysis functions. 216 full disk encryption: System ment for a processor's 
wrong) to improve the fleet tracking: Software to that encrypts all data clock speed. 1000 MHz. 30 
decision making process display the location of saved to a hard disk auto- GIS: See Geographical Infor-
next time. 173, 330 vehicles, such as trucks or rnatically and transparent- mation System. 

fibre optic: Types of net- taxis. 216 ly.109 Global Climate Model: See 
work connection that flight simulator: Simulator full motion platform: Hard- climate model. 
offers extremely high hardware and software ware device which can Global Positioning System: 
speed transfers. 76 used to train pilots. 180 move in many directions System of satellites which 

field: Single item of data flipping: Image effect found to increase the realism of can pinpoint a user's loca-
about a single record in a in most graphics software. simulators. 180 lion on the Earth to within 
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a few metres. 25, 216, 243, rnents to allow them to generally like a human- infrared sensor: Common 
303 input data. 29 bipedal, upright, and input device in robotics. 

GNU Free Documentation head wand: Accessibility arms, and a head. 344 345 
License: Licensing system hardware that lets a user humidity sensor: Common inkjet printer: Printer that 
for authors who wish to input using a wand con- input device used in ro- works by spraying ink 
distribute their work nected to their head. 29 botics. 346 through nozzles at a sheet 
freely. 135 header: Area of a document hyperlinks: 203 of paper. 28 

goal seek: Spreadsheet tool which appears the same IDE (hardware): Interface input: Data or information 
used to determine the on every page. 136 for attaching internal hard that is entered into the 
required values to meet a heat sensor: Common input disks. 39 computer. 19 
certain goal. 185 device in robotics. 345 IDE (software): See Integral- input mask: Validation 

GPS: See Global Positioning heuristics: General rules for ed Development Environ- technique. Ensures only 
System. performing a task, used to rnent. the specified characters 

GPS receiver: See Global improve the perform of identity theft: Stealing per- can be entered into a field . 
Positioning System. searching algorithms in AI sonal data in order to 157 

GPS satellite: See Global applications. 338 impersonate a person. 105 input switches: Accessibility 
Positioning System. high contrast mode: Acces- IF-THEN rule: See inference hardware that lets a user 

Graphical User Interface: sibility setting for users rule. input data by pressing a 
System the user controls with eyesight problems. 29 image editor: See graphics simple on-off switch. 29 
using a mouse to click on High Definition Television: software. installation: See deploy-
icons, buttons, and win- 282 implementation: Stage in rnent. 
dows.44 high performance cornpu- the SDLC where the sys- Integrated Development 

graphics software: Applica- ting: High speed cornpu- tern is created Environment: Software 
tion software for creating ting using multiple pro- (programmed). 320 used to write and compile 
and editing images. 52 cessors: 176 incident escalation: Moving programs. 310 

green screen: See blue horne automation: See smart a problem with an IT pro- intellectual property: Crea-
green. horne. ject to a higher level if it tions of the mind, such as 

grid computing: See distrib- horne directory: Directory cannot be solved. 323 stories, films, music, and 
uted computing: 176, 267 that contains a users per- incident management sys- computer programs. 55, 

GPS receiver: See Global sonal files. 94 tern: See incident tracking 135,226 
Positioning System. horne network: Small local system. intelligent cars: See smart 

GUI: See Graphical User computer network used in incident tracking system: cars. 217 
Interface. homes. 68 Used to keep track of interactive white board: 

hacking: Gaining illegal Horne Theatre PC: Cornput- problems and difficulties Device that uses a projec-
access to a computer sys- er with multimedia capa- encountered in an IT sys- tor for output and touch 
tern: 94 bilities designed specifical- tern. 323 inputs, using a special 

hand writing recognition: ly for watching television incremental backup: Back- pen.27,227 
System to recognise hu- and films. 15, 283 up that copies only the internal link: HTML link 
man writing and convert it host: See server. changed data since the last which points to a different 
to text. 339 HTML: HyperText Markup backup. 49 part of the same page. 203 

handover: Point at which Language. The standard index (databases): See sec- internal support: Support 
the developers of a system language for creating web ondary key. for an IT system provided 
formally pass it to the pages. 202 inference engine: Part of an within an organisation. 
client. 320 HTPC: See Horne Theatre expert system which 323 

hard copy: A printed paper PC. attempts to relate the users Internet: 193 
copy of data. 28 HTTP: HyperText Transfer input with knowledge Internet monitoring: Tech-

hard disk: Magnetic second- Protocol. The standard stored in the knowledge nology to monitor Internet 
ary storage device found protocol of the world wide base. 335 data sent and received, 
in most desktop and lap- web. 82 inference rule: Rule used by usually by employees. 188 
top computers. 33 HTTPS: Secure version of the inference engine in an Internet Protocol: Standard 

hardware: Physical parts of HTTP which offers en- expert system to describe protocol used on many 
a computer system. 14 crypted communication. the relationship between LANs and on the Internet. 

hardware address: See MAC 82, 108, 199: key concepts. 336 SeeTCP. 78 
address. hub: Hardware device for information system (IS) Internet Service Provider: 

HDTV: See High Definition connecting several corn- managers: Person respon- Company that provides 
Television. pulers on a network. 69 sible for all IT purchases, Internet access to homes 

head control systems: Ac- Human Genome Project: deployments, and systems and businesses. 69, 209 
cessibility software that 264 within an organisation. Internet voting: See online 
tracks a users head move- humanoid: Robot designed 314 voting. 
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Internet Watch Foundation: key logger. which is flat. 27, 245 duce file size. 126 
Organisation that works keyword density: Frequent- legacy system: System loyalty card: 194 
with British ISPs to block ly with which key words which runs on obsolete m-commerce: See mobile 
access to illegal content on appear in a web page. 210 hardware or has been commerce. 
the Internet. 291 keyword filter: Filter that discontinued by its manu- m-leaming: Mobile learn-

intranet: Content on a LAN blocks web pages contain- facturer. 310 ing. Use of mobile devices 
which is only available to ing specified key words. length check: See field size. to teach and learn. 221 
members of an organisa- 291 Lidar: Remote imaging MAC address: Unique ad-
tion. 193 keyword prominence: Loca- method used by satellites. dress embedded in net-

IP address: Unique address tions within a web page 238 work connected devices. 
assigned to every com put- that key words appear. life cycle (hardware): Stages 78 
er on a network. 78, 291 210 an item of hardware goes machine learning: Tech-

IPTV: Internet Protocol keyword spamming: Over- through, from manufac- nique for making a com-
Television. 283 use of key words in a web ture to disposal. 242 puter produce better re-

IrDA: Short range, low page in an attempt to in- light sensor: Common input suits by learning from past 
bandwidth, line-of-sight crease search engine rank- device in robotics. 345 experiences. 330 
wireless communication ing. 210 lights: Common output machine translation: Tech-
technology. 16 Kilobyte: Storage unit: 1024 device in robotics. 346 nique for automatically 

ISP: See Internet Service bytes: 37 link farm: Service that links translating one human 
Provider. knowledge base: Area of an many pages to each other language into another. 339 

IWF: See Internet Watch expert system where all in an attempt to increase macro: In application soft-
Foundation. facts about the knowledge search engine ranking. 211 ware, a set of actions 

Java: Programming lan- domain are stored. 335 load testing: Testing of an IT which are recorded so 
guage often used to create knowledge discovery: See system with the amount of they can be played back 
interactive web pages. 204 data mining. work it can be expected to later. 192 

JavaScript: Scripting Ian- knowledge domain: Area of process in real world con- macro virus: Virus that takes 
guage often used to create knowledge in which an ditions. 316 advantage of the macro 
interactive web pages. 204 expert system specialises. Local Area Network: Com- programming languages 

joystick: Input device used 335 puter network in a small built into some software. 
for games playing and knowledge engineer: Pro- area such as an office 96,193 
flight simulators. 21 grammer responsible for building. 69 Magnetic Ink Character 

JPG: Lossy file format for entering expert knowledge location based service: Any Recognition: Input device 
images.132 into an expert system. 335 service (e.g. web page that reads text written in 

KB: See kilobyte. knowledge representation: content) which varies special magnetic ink. Of-
Kbps: Kilobits per second. Different techniques for according to the user's ten used at the bottom of 

Measure of network band- representing concepts and location. 241 cheques. 24 
width. 77 their relationships inside a log file: Chronological rec- magnetic storage: Type of 

Kensington lock: Special computer system. 340 ord of events, used for secondary storage that 
lock for securing portable LAN: See Local Area Net- reporting purposes and users magnets to read and 
devices to immovable work. audit trails. 71 store data. Examples in-
objects to prevent theft. 16 laptop: Portable computers logic: See Boolean logic. elude floppy disks and 

key escrow: Idea of having that come in many shapes login: Process of authenti- hard disks. 32 
encryption keys stored by and sizes. 15, 230 eating oneself before using magnetic stripe readers: 
a third party company so laser imaging: Technique a computer system. 68 Input device that reads the 
the government can access used by satellites to image lookup: Feature of spread- magnetic stripe on cards 
themifneeded. 110 the Earth. sheet and database soft- like A TM cards and bank 

key field: See primary key. laser printer: High speed ware to retrieve data from cards. 22 
key logger: Software or printer. 28 other fields. 183 magnetism sensor: Com-

hardware which records laser scanning: Technique lossless compression: Com- mon input device in robot-
all key strokes on a com- used to build 3D computer pression technique in ics. 346 
puter system. 94 models of real world loca- which the original file is mail merge: Automatically 

key pair: A public key and tions. 284 completely recoverable, customising a standard 
private key that work lasers: Common input de- with no loss of quality. letter with individual 
together in a public en- vice in robotics. 345 Compare lossy compres- names and addresses. 50, 
cryption system. 107 layer: Feature of graphics sion. 124 192 

keyboard: Input device that and multimedia software. lossy compression: Com- mainframe: High end com-
lets the user enter text and 117 pression technique in puter system that achieves 
numeric data. 19 LCD screen: Output device. which some file data is very high data through-

keystroke monitoring: See The newer type of monitor sacrificed in order to re- put.14 



maintenance: Alterations microphone: Input device devices which are moved tasks by switching rapidly 
made to a system after it for sound data. 21 through the air to control a between them. 30 
has been formally handed microprocessor: See Central computer system. 225 myoelectric control: Control 
over. 322 Processing Unit. Motion Picture Association of IT using electrical im-

malware: Generic name for microwave: Networking of America: Film industry pulses from the body. 259 
malicious software. 96 technology for medium to group that works tore- MySQL: Database system 

MAN: See Metropolitan long range wireless com- duce illegal copying of often used by data driven 
Area Network. munication. films. 276 web sites. 204 

Massively Multi player MIDI: Musical Instrument motors: Common output narrowband: Low speed 
Online Game: Games Digital Interface. System device in robotics. 346 network connection. 77 
played by connecting to a for communication be- mouse: Input device used to native resolution: Resolu-
central server and interact- tween musical hardware control a cursor or pointer. tion of an LCD display 
ing with other players in a and software applications. 19 that produces the best 
virtual world. 278 133 MOV: Lossy file format for display quality. 27 

Massively Multi player milestones: Key points dur- video.132 natural language pro-
Online Role Playing ing project development, MP3: Lossy file format for cessing: Techniques for 
Game: See Massively such as the completion of audio.132 processing human ian-
Multiplayer Online Game. a stage. 315 MP4: Lossy file format for guages to enable a com-

master page: In DTP, a page MIPS: See Millions of In- video. 132 puler to understand their 
whose contents is applied structions Per Second. MP AA: See Motion Picture meaning. 333 
to all pages in a publica- mission creep: When the Association of America. netbook: Lightweight lap-
tion. 136 use of an IT system ex- MPEG: Lossy file format for top computer designed for 

MB: See megabyte. tends beyond its original video. 132 portability. 16 
mbps: Megabits per second. purpose. 293 multi-core: Processor with network administrator: 

Measure of network band- mixed reality: Combination more than one processor Individual responsible for 
width. 77 of virtual reality and real core, to increase its perfor- maintaining and running a 

MDI: See Menu Driven life training. 302 mance. 30 network. 71, 314 
Interface. MMC: Solid state secondary multi-factor authentication: network manager: See net-

medical expert system: storage device, often used Use of several authentica- work administrator. 
Expert system for medical for digital cameras. 34 tion techniques together, neural control: Control of IT 
diagnosis support. 257 MMOG: See Massively such as passwords and using electrical impulses 

Megabyte: Storage unit: Multi player Online Game. security tokens. 90 from the brain. 259 
1024 kilobytes: 37 MMORPG: See Massively multi-touch: Input device neural networks: See Artifi-

megahertz: Unit of measure- Multi player Online Role able to recognise touches cia! Neural Network. 
ment for a processor's Playing Game. and gestures made with news aggregator: Software 
clock speed. 30 mobile commerce: Use of multiple fingers. 21 which fetches news head-

megapixel: Refers to 1 mil- mobile phones to conduct multi-user licence: Software lines from a variety of 
lion pixels. 122 online purchases. 199 licence that allows a spe- sources for display in one 

Menu Driven Interface: MODEM: Device for con- cific number of copies to location. 281 
Interface that presents a necting a computer to a be used at one time. 58 newsletter: 210 
series of pre-defined op- telephone line, used in multimedia: Use of images, non-functional require-
tions to the user. 42 dialup connections. 76 audio, text, and video data ments: Conditions that a 

meta tags: HTML tags to monitoring: See employee together. 221 proposed IT system must 
add additional infor- monitoring. 188 multimedia keyboard: Key- meet, such as working on 
mation about a web page morphing: Effect that trans- board with buttons to certain hardware or giving 
and its content. 210 forms one image into an- perform common tasks results within a certain 

Metropolitan Area Net- other over a series of such as program launch- time. 314 
work: Computer network frames. 134 ing.19 non-volatile storage: Stor-
over a large area such as a motherboard: The circuit multimedia software: Ap- age which does not lose its 
city. 74 board to which the inter- plication software for contents when the power 

MHz: See megahertz. nal computer components creating and editing is removed. 32 
MICR: See Magnetic Ink connect: the CPU, the presentations, animations, normalisation: Process of 

Character Recognition. RAM, the ROM, and the and video. 53 converting a database 
micro-payments: Online secondary storage devices. multiprocessing: A system from a flat file database to 

payments, generally less 30 with more than one pro- a relational database. 147 
than $100. 295 motion capture: System to cessor, to increase its per- object oriented graphics: 

microblog: Blog-like system digitise the movements of formance. 14 See vector graphics. 
which limited post length, an actor. 130 multitasking: A single pro- OCR: See Optical Character 
such as Twitter. 85 motion controllers: Input cessor running multiple Recognition. 
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ODT: File format for docu- cide not to participate. 160, multiple processors. 176 from a single computer. 73 

ments, based on an open 257 parallel running: Running Personal Health Record: 
standard. 137 Optical Character Recogni- the old system and the Electronic health records 

off-the-shelf software: Soft- tion: Input device that new system side by side. which are stored on the 
ware which is widely reads printed text, scans it, 322 patient's own computer 
available for general pur- and converts it to text that parameter query: Database system. 256 
chase. Compare custom I can be edited in a word query whose criteria are personally identifiable data: 
bespoke software. 53, 310 processor. 24 decided by the user at run- See personal data. 

OMR: See Optical Mark optical fibre: See fibre optic. time.150 PERT chart: Charting sys-
Recognition. Optical Mark Recognition: passphrase: See password. tern to show the inter-

one time password: Pass- Input devices that reads password: Word or phrase dependencies in projects. 
word generated by a secu- simple multiple-choice used to authenticate a 315 
rity token, which expires style answers by looking user.90 Petabyte: Storage unit: 1024 
as soon as it is used. 90 for marks on the paper. 24 pattern recognition: Com- terabytes: 37 

online advertising: 211 optical scanning electronic putational Intelligence pH sensor: Common input 
online banking: Use of the voting system: Voting technique where comput- device in robotics. 346 

Internet to perform tasks machines which count ers are trained on exam- pharming: See DNS Poison-
such as bill payment, paper ballots cast by vot- pies and learn to recognise ing. 
money transfers and other ers. 295 similarities between them. phase out: Gradually re-
banking tasks. 193 optical storage: Storage 339 moving an old IT system 

online encyclopaedias: Web devices which use lasers to payment gateway: Compa- from use. 323 
site containing a large store and read data. Exam- ny that handles Internet phased changeover: One 
number of articles for pies include CDs and payments for customers part of an organisation 
research purposes. 144 DVDs.33 and businesses. 199 switches to a new IT sys-

online lessons: 320 organisational IT policies: paywall: System to prevent tern to test it, while others 
online mapping: 239 Policies governing the access to a web site's con- remain using the old sys-
online reputation: User's appropriate use of IT, data tent unless the user pays a tern. 322 

rating based on comments integrity, security proce- subscription fee. 281 phishing: Use of fake emails 
and reviews made by dures, and other aspects of PB: See petabyte. and web sites to trick us-
other users of a system. IT use with an organisa- PDA: See Personal Digital ers into revealing sensitive 
201 tion. 314 Assistant. data. 104 

online voting: Casting votes output: Information which PDF: See Portable Document PHP: Technology used to 
over the Internet. 295 is produced by a computer Format. create dynamic web pages. 

onscreen keyboard: See soft system. 27 peer to peer: Network in 204 
keyboard. outputs: In system develop- which all computers are PHR: See Personal Health 

open courseware: Educa- ment, a section of a re- equal and there are no Record. 
tiona! material which is quirements specification: centralised servers. 72, 275 physical security: Locks, 
released for free use and 317 PEGI: See Pan European alarms, and other tech-
distribution. 223 P2P: See Peer to peer. Game Information. niques used to securely a 

open government: Use of IT package tracking: Use of perfective maintenance: 322 building or computer 
to publish data about RFID and a web site to Personal Area Network: room.111 
government operations, show customers the loca- Short range network be- piracy: Copyright infringe-
improving transparency. tion of packages awaiting tween a computer and a ment. 
298 delivery. 217 mobile phone or similar pixel: Individual dots which 

open source: See free and packet sniffer: Software or portable device. 74 make up bitmap graphics. 
open source. hardware used to collect personal data: Data which 116 

open textbooks: See open data travelling over a could identify a user, or pixels per inch: Number of 
courseware. network. 94 lead to social impacts such pixels displayed in each 

operating systems: Software pages per minute: Speed at as identity theft. inch of screen output. 127 
that manages the comput- which a printer produces Personal Digital Assistant: plagiarism: Use of another 
er system, controls the output. Mobile device bigger than user's work without prop-
hardware, and provides a PAN: See Personal Area a phone but smaller than a er credit or citation being 
user interface. 44 Network. laptop. Probably has a given. 226 

opt-in: System in which Pan European Game Infor- keyboard or at least a plain text file: See text file. 
users must explicitly de- mation: Organisation that stylus (pen) and a touch- plaintext: Message before it 
cide to participate. 160, provides content ratings screen. 16 is encrypted, or after it has 
257 for computer games. 279 personal firewall: Software been decrypted. 106 

opt-out: System in which parallel processing: High application that controls planned obsolescence: Idea 
users must explicitly de- speed computing using network access to and that IT equipment is de-
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signed to have a short life plication software for profile privacy settings: Recording Electronic: 
expectancy before failing creating slides used for Settings in social networks Voting machines where 
or becoming obsolete. 245 lectures, presentations, and other systems to con- users cast votes over a 

platform: A particular com- and lessons. 50 trol how a user's data is network like the Internet. 
bination of hardware and pressure sensor: Common shared with others. 230 295 
operating system. 44 input device used in ro- programmer: Person who push technology: System 

plugins: Software added to botics. 346 creates software. 314 which notifies users of 
web browsers to extend preventative maintenance: project goals: Clear state- changes to web pages 
their functionality. 204 322 ment of the intentions of a without them having to 

PMBoK: Project Manage- price comparison sites: Sites proposed IT project. 313 visit the page. 85 
ment Body of Knowledge. which aggregate price project initiation document: quad-core: A multi-core 
A project management data from a variety of Document used in system with four proces-
methodology. 326 sources to offer customers PRINCE2 to describe the sor cores. 31 

PNDRE: See Public Net- the best deal. 215 key features of an IT pro- quality assurance methods: 
work Direct Recording primary key: Field which ject. 308 In project development, 
Electronic. contains a different value project management meth- used to ensure the whole 

PNG: Lossless file format for for every record in that odology: Systems and development team are 
images.132 table. 145 techniques designed to following standardised 

podcast: Sound files record- primary storage: Storage encourage successful pro- best practises. 320 
ed and uploaded to a web systems which are found jects and avoid project quality control processes: 
server, usually in episodic inside the computer and failure. 315 Processes to ensure code 
format. 222 are electronic. RAM and project management soft- produced by program-

Point of Sale: Checkout ROM are examples. 32 ware: Software to help mers followed accepted 
system in a shop, usually PRINCE2: PRojects IN Con- plan, manage, and guide best practices. 320 
connected to a store data- trolled Environments 2. A the process of IT project queries: Method of extract-
base and EFT system. 194 project management meth- development. 315 ing data from a database 

pop-ups: Windows that odology. 327 project manager: Person that matches specific crite-
open up while browsing a print server: Computer on a with overall responsibility ria: 150 
web site, usually contain- network that receives and for an IT project. 315 radar: Remote imaging 
ing adverts. 211 processes print requests. project plan: Clear defini- method used by satellites, 

port: Number used to deter- 68 tion of the goals, scope, and input device used by 
mine the type of service printers: Output device and schedule of a pro- robots. 238, 345 
required when a computer which produces paper posed IT project. 315 Radio Frequency Identifica-
connects to another. 79 copies. 28 projector: Output device for tion: System of tags which 

Portable Document Format: privacy policy: Policy gov- displaying content on contain data that can be 
Common file format for erning what data a compa- large screens. 27, 229 read from a distance using 
the exchange of docu- ny or web site will collect prosthetics: 259 radio waves. 25, 194, 216, 
ments.137 about you and how it will protocols: A standard set of 274,293 

POS: See Point of Sale. be used.160 rules for performing tasks, radio tag: Tags which broad-
power consumption: 242 private key: Key used for such as communication. 78 cast their position over a 
power settings: 242 decryption in a public key prototype interface: Early large distance using radio 
PPI: See Pixels per inch. encryption system. 107 version of a user interface waves. 25 
PPT: File format used by processes: In system devel- to get feedback about its RAID: See Redundant Array 

Microsoft's PowerPoint opment, a section of a effectiveness. 319, 320 of Inexpensive Disks. 
presentation software. requirements specifica- proximity sensor: Common RAM: See Random Access 

precision guided weapons: tion. 317 input device in robotics. Memory. 
Weapons that use IT to processor: See Central Pro- 345 Random Access Memory: 
improve their accuracy or cessing Unit. proxy server: Computer on a Primary storage which is 
effectiveness. 304 procurement: In system network which acts on fast, relatively expensive, 

prediction: Output of a development, the act of behalf of another, or and volatile. 32 
computer model. 166 acquiring required re- through which all Internet range check: Validation 

predictive text: System that sources. 327 data must pass. 73 technique. Ensures a field 
predicts the word being product activation: Process public domain: Software to is between a certain range 
typed based on the letters of registering software which the author has of values. 156 
already typed. 230 online before it can be waived all rights. 55 ranking of sites: Performed 

presence check: Validation used, to reduce illegal public key: Key used for by search engines to pro-
technique. Requires a field copies. 58 encryption in a public key duce their results page 
to be completed. 156 productivity software: See encryption system. 107 listings. 211 

presentation software: Ap- application software. Public Network Direct raster graphics: See bitmap 
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graphics. referrer: Site that directed and non-functional re- RSI: See Repetitive Strain 

RDBMS: Relational DBMS. the user to the current web quirements for a proposed Injury. 
See Database Management site. 213 IT project. 314 RSS: Really Simple Syndi-
System. refurbish: Method of pro- resolution (graphics): Refers cate. A push technology. 

re-skilling: When a de- longing the life of old IT to the number of pixels in 85 
skilled user retrains, often equipment: 246 an image. 24, 116 RTF: See Rich Text Format. 
in a technology related regression testing: Testing resolution (computer mod- safety critical system: Sys-
discipline. 193 to ensuring changes to an els): Attribute of a model tern whose failure could 

read I write web: See web IT system did not break which affects its accuracy. result in injury or loss of 
2.0. 85 any previously working 175 life. 62 

read me file: Help file con- functionality. 323 restore (a backup): Copying sample precision: See bit 
taining latest updates and relational database: Data- data from a backup copy rate. 
information about using a base containing multiple back to the main system. sample rate: Number of 
system. 61 related tables and no re- 49 samples taken each second 

Read Only Memory: Prima- dundant data. 147 reuse: See refurbish. when recording sound. 
ry storage whose contents relational database manage- reward card: See loyalty 133,237 
are written at manufacture ment system: Application card. SAN: See Storage Area Net-
and cannot be altered software used to create, RFID reader: See Radio work. 
later. 32 enter, edit, and retrieve Frequency Identification. sat nav: See satellite naviga-

real-time data collection: data in a relational data- 25 tion system. 
Data logging systems base. 51 RFID tag: See Radio Fre- SATA: Interface for connect-
which report data as soon relationships (in ERDs): 318 quency Identification. ing storage devices like 
as it is collected. 216 relationships (in databases): RIAA: See Recording Indus- hard disks. 39 

record: Collection of fields 147 try Association of Ameri- satellite imaging: Technique 
that represent a single relative cell reference: In a ca. used to produce images of 
entity, such as a person. spreadsheet, a cell refer- Rich Text Format: Standard the Earth. 238 
145 ence which updates when file format that can store satellite navigation system: 

Recording Industry Associ- moved. 170, 178, 182, 194 documents that include Portable device that uses 
ation of America: Music relative link: HTML link to formatting data. 37, 137 GPS to plot the user's 
industry group that works a file, with no path sped- robot: Computerised device position. 239 
to reduce illegal copying fied.203 that performs manual or scaling: Changing the size of 
of music. 276 relays: Common output physical tasks, either au- an image. 116 

recycling (of e-waste): 246 device in robotics. 346 tonomously or under re- scanner: Input device used 
reduce: (chemicals in e- reliability. 62 mote control. 343 to digitise photographs 

waste): 246 remote access: Ability to robotic arm: Common out- and paper copies of data. 
Reduction of Harmful Sub- connect to a computer as put device in robotics. 346 24 

stances: Law governing though you were physical- robotic fingers: Common school information system: 
the chemicals that can be ly present at the keyboard. output device in robotics. Database system for stor-
included in electronic 71 346 ing and managing infor-
equipment. 248 remote desktop: See remote RoHS: See Reduction of mation about a school, its 

redundancy: See data re- access. 189 Harmful Substances. students, and staff. 231 
dundancy. remote monitoring: Use of ROM: See Read Only scope: Clear definition of the 

Redundant Array of Inex- IT to monitor the health of Memory. boundaries of an IT pro-
pensive Disks: System patients over a large dis- root user: User will full ject. 313 
where multiple hard disks tance. 255 control over a computer screen magnification: Acces-
contain duplicate data, to remote sensing: Techniques system. 94 sibility setting for users 
be used in the event of one used by satellites to image rootkit: Type of mal ware with eyesight problems. 29 
failing. 38 the Earth. 238 which infiltrates the oper- screen reader: See text-to-

redundant data: See data remote vehicle disabling: ating system and attempts speech. 
redundancy. 146 Ability to disable a vehicle to hide itself from view. 97 scripting: Programming 

redundant system: System over a computer network rotating: Image effect found language to provide inter-
which will take over the if it has been stolen. 216 in most graphics software. activity in web pages. 204 
role of a primary system if Repetitive Strain Injury: 116 SDLC: See System Develop-
it fails. 38, 242 Injury caused by overuse route planning: Software to ment Life Cycle. 

reference software: Elec- or incorrect use of a com- plan the optimum route Search Engine Optimisa-
tronic encyclopaedia soft- puter. 252 between two points. 216 tion: Techniques used to 
ware containing articles, report generation: 153 router: Hardware device increase a web page's 
images, videos, and other requirements specification: used to connect two sepa- search engine rankings. 
reference items. 221 Clear list of the functional rate networks. 69 210 



search engines:210, 211, 290 to reduce illegal copies. 58 smart homes to monitor sound sensor: Common 
searching (AI): AI technique serious games: Games de- resource usage. 275 input device in robotics. 

that considers all possible signed to teach players smart shopping trolley: 346 
solutions, looking for the about an issue. 223 Shopping trolley with source code: Instructions 
best. 333 server: Computer on a net- RFID technology to offer that make up the software, 

searching (databases): See work that provides ser- enhanced functionality. entered by the program-
query. vices or performs work for 194 mer using a programming 

secondary key: Field by others. 68 smart weapons: See preci- language. 55, 310 
which a database is often set theory: Mathematical sion guided weapons. 304 spam: Unwanted, bulk 
searched. 145 theory used in some AI smart phones: Mobile phone email. 100, 210 

secondary storage: Storage techniques. 337 with capabilities including spam bot: Program that 
systems which are con- shareware: Software which Internet access and a cam- scans web pages for email 
nected externally to the is free to use initially, but era. 16 address, in order to send 
computer's motherboard. which must be pay for if smishing: Phishing attacks spam.101 
32 use continues. 55 committed using text mes- spam filters: Program de-

secondary use: Using data Silverlight: Technology sages (SMS). 104 signed to identify and 
for a purpose other than often used to create inter- social bookmarking: Web block spam messages 
the one for which it was active web pages. 204 site that lets users store while letting genuine mes-
collected. 160 simplification: Difference and manage their favour- sages through. 101 

secret key encryption: En- between a computer mod- ite links, and share them speakers: Output device for 
cryption system in which el' s representation of a with others. 85 sound. 27, 346 
a single key is used for process, and the real life social engineering: Tricking speech recognition: Com-
both encryption and de- process. 166 a user into revealing their puler system that can 
cryption. 106 simulation: Software and password or other sensi- process spoken language 

secure deletion: See disk hardware to recreate an live data. 94 and understand its mean-
wiping. experience of a real event. social media: See web 2.0. ing. 339 

secure online payment:199 302 social network: Web site speech synthesis: See text to 
Secure Socket Layer: Sys- single-user licence: Soft- that lets users create per- speech. 230 

tern used to encrypt https ware licence that allows sonal profile pages and speed throttling: Reducing a 
web traffic.108 the use of only a single share them with friends. processor's clock speed to 

security token: Hardware copy on a single com put- 85 save power when not in 
device that must be pre- er.58 social news: News sites use.30,243 
sent during login to au- sip and puff: Accessibility which rank news stories sponsored links: Links 
thenticate a user. 90 hardware for users with based on user ratings. 281 show by search engines 

security update: Software very limited mobility: 29 soft keyboard: Keyboard because the link owners 
update to fix a security sirens: Common output which is displayed on paid a fee. 211 
problem discovered in device in robotics. 346 screen and controlled by spreadsheet: Application 
software. 95 site licence: Software licence clicking on buttons with software for performing 

select query: See query. that allows an organisa- the mouse or a touch numerical calculations and 
selection tools: Tools in lion to use software on an screen. 19 analysis. 50, 170, 178, 182, 

graphics software for se- unlimited number of com- software: The instructions 194 
lecting only a subset of an pulers. 58 and programs which are spyware: Mal ware which 
image.117 sitemap: Overview of a web run by the CPU. 14 covert! y records a user's 

self checkout: Supermarket site and all the links and software testers: People actions, such as their key 
technology that lets users pages within it. 206 who perform alpha, beta, presses. 96 
scan and pay for their own smart card readers: Device and acceptance testing. SQL: See Structured Query 
goods without staff assis- to read a smart card. 22 320 Language. 
lance. 194 smart cards: Credit card software verification: Ensur- SSADM: Structured Sys-

sensitive data: See personal sized card containing a ing software functions terns Analysis and Design 
data. microchip for data storage correctly by examining its Method. A project man-

sensors: Input devices used and processing. 257 source code. 297 agement methodology. 
to measure certain traits, smart cars: Cars incorporat- solid state storage: Type of 325 
such as sound, heat, or ing IT to improve driver secondary storage device SSL: See Secure Socket Lay-
light. 25, 217, 238, 345 safety and comfort. that uses electronic circuits er. 

SEO: See Search Engine smart home: Building with to read and store data. 34 stereolithography: '3D 
Optimisation. integrated IT to improve sonar: Remote imaging printer' that can produce 

serial number: Registration comfort and energy effi- method used by satellites. actual objects from com-
number needed during ciency. 274 238 puter models. 285 
software installation, used smart meters: Component of sorting: 153 sticky keys: Accessibility 



setting for users with same time. 220 
movement problems. 29 system administrator: Per-

Storage Area Network: sonal in overall charge of a 
Network dedicated to computer system in an 
providing disk storage to organisation. 94 
other computers on the system context diagram: 
network. 74 High level DFD of a sys-

store-and-forward telemed- tern. 317 
icine: Telemedicine using System development life 
techniques such as email, cycle: Stages through 
which do not operate in which a IT project devel-
real time. 254 opment must pass, from 

streaming media: Video or planning to completion. 
audio data that is played 313 
while it is downloading. Tab Separated Values: File 
135,283 format for transferring 

Structured Query Lan- data, which stores fields 
guage:Languageforman- and records in a plain text 
aging databases by typing file. 152 
commands. 153, 204 tab-delimited text files: See 

stylesheet: See Cascading Tab Separated Values. 
Style Sheets. table: In databases, a collec-

stylus: Input device used in tion of records represent-
conjunction with touch ing a type of item. 145 
screens. tactile feedback: Output in 

supercomputer: Fastest the form of movement or 
computers available, capa- vibrations. 302 
ble of performing trillions tagging: Adding key words 
of calculations per second. to an item such as a photo 
14, 176 to describe its content. 85 

support: 323 tags (HTML): Used as part 
support staff: Staff who train of HTML to control the 

users and help them with appearance of web pages. 
problems as they occur: 202 
314 take-back scheme: Scheme 

SVG: Standard file format operated by IT manufac-
for vector image data. 132, turers to accept customers' 
206 old hardware for recycling 

SWF: Small Web Format or at its end of life. 247 
ShockWave Flash. File targeted advertising: Use of 
format used by Flash. data about customers to 

switch: Hardware device for determine which adverts 
connecting several com- they are most likely to find 
puters on a network. 69 useful. 194, 207 

SWOT: Analysis method TB: See terabyte. 
sometimes used when TCP/IP: Transfer Control 
creating a business case. Protocol I Internet Proto-
314 col. Common protocol for 

symmetric key encryption: LANs and the Internet. 78 
See Secret key encryption. technical documentation: 

synchronous: Data transfer Documentation intended 
method in which the send- for programmers and 
er and receiver are syn- developers of an IT sys-
chronised, allowing higher tern. 314 
speed transfer. 83 tele-learning: Learning that 

synchronous learning: occurs when the teacher 
Learning which does re- and students are in sepa-
quires the teacher and rate geographicalloca-
student to be online at the tions. 220 

telecommuting: See tete-
working. 

telehealth: See telemedicine. 
telemedicine: Using IT to 

perform medical consulta-
lions when the doctor and 
patient are in geograph-
ically separate locations. 
254 

telesurgery: Using IT to 
perform surgery on a pa-
tient in a geographically 
separate location from the 
doctor. 254 

teleworking: Working away 
from an organisation's 
main office or base, using 
portable computers. 190 

template: Document used to 
provide a guiding layout 
in a word processor, 
presentation, or DTP ap-
plication. 136 

Terabyte: Storage unit: 1024 
gigabytes: 37 

Teraherlz: Unit of measure-
ment for a processor's 
clock speed. 30 

test plan: List of all tests and 
test data that should be 
tried with a system. 320 

text file: File containing text 
with no formatting or 
other information. 37, 137 

text-to-speech: Accessibility 
feature for users with 
eyesight problems. 29 

thin client: Networking 
system whereby client 
computers rely on servers 
to perform their pro-
cessing tasks. 70 

third party cookie: Cookie 
left by a web site the user 
did not directly visit 
(usually by advert compa-
nies). 207 

third party hosting: Use of a 
separate company to store 
a web site on their servers. 
209 

third party payment ser-
vice: See payment gate-
way. 

THz: Unit of measurement 
for a processor's clock 
speed. 1000 GHz. 

TIF: Lossless file format for 
images. 132 
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title attribute: HTML attrib­
ute that provides a text 
description of links. 208 

TLS: See Transport Layer 
Security. 

Top Level Domain: Suffix at 
the end of a URL, such 
as .com or .org. 82, 209 

touch pad: Input device 
commonly found on lap­
tops instead of a mouse. 
20 

touch screen: Input device 
that lets the user touch 
areas of the display to 
perform tasks. 

touch sensitive input: 227 
trackball: Input device that 

uses a rotating ball to 
control the cursor. 20 

tracking number: Used as 
part of package tracking 
systems. 198 

tracks: Common output 
device in robotics. 346 

training: Preparing users for 
a new IT system. 320, 322 

training data: Example data 
used in a pattern recogni­
tion system. 339 

Trans-border data flow: 
Transfer of data between 
countries. 159 

Transport Layer Security: 
System used to encrypt 
https web traffic. 108 

Trojan horse: Mal ware 
which pretends to be a 
genuinely useful program 
to trick the user into using 
it. 96 

true colour: Image with 24 
bit colour depth. 122 

TSV: See Tab Separated 
Values. 

Turing test: Proposed test to 
see if a computer is intelli­
gent or not. 333 

tutorials: Step by step help 
on using a system. 61, 320 

TXT: See text file. 
typography: The choice of 

fonts and typefaces. 136 
UA V: See Unmanned Aerial 

Vehicle. 
unauthorised access: Gain­

ing illegal access to a com­
puter system: 90 

Unicode: Encoding system 
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to store text, with support 
for multiple languages 
and alphabets. Compare 
ASCII. 37 

Uninterruptible Power 
Supply: Backup power 
system which powers a 
computer if the mains 
electricity fails. 38 

unique identification num­
ber: Used by cookies to 
help recognise return 
visitors to web sites. 207 

Universal Product Code: A 
type of barcode. 

Universal Serial Bus: Com­
mon interface for connect­
ing peripheral devices 
including mice, printers, 
and digital cameras. 16 

Unmanned Aerial Vehicle: 
Remote control aircraft 
used for surveillance. 304 

UPC: See Universal Product 
Code. 

upload: To transfer data 
from a client to a server 
computer. 66, 209 

UPS: See Uninterruptible 
Power Supply. 

uptime: Measure of how 
long a computer system 
has been operating with­
out restarting. 15, 209 

URL: Universal Resource 
Locator. Specifies the loca­
tion of an item, such as a 
web page, on the Internet. 
82,291 

USB: See Universal Serial 
Bus. 

user acceptance testing: 
Tests performed by a cli­
ent before formally accept­
ing an IT system from the 
developers. 320, 324 

user documentation: Docu­
mentation intended for 
users of an IT system, 
helping them understand 
and use it. 314 

user interface: Method used 
to communicate with a 
computer system. 56, 319, 
335: 

user manual: 320 
utility software: Software 

used to perform mainte­
nance jobs such as 

defragmenting disks. 47 
validation: Checks to ensure 

whether data is in the 
correct format. 156 

variables: Components of a 
computer model which 
can be altered to vary the 
output. 166 

vector graphics: Graphics 
which are stored as a se-
ries of mathematical 
shapes and properties. 52, 
128 

verification: Checking 
whether data is correct. 
157 

video CODECs (coder-
decoders): Software re-
quired to view certain 
compressed video and 
audio formats. 134 

video conferencing: Use of 
video cameras and micro-
phones to conduct a con-
versation over a network. 
220 

video editing software: 
Application software for 
creating and editing video. 
53 

Video On Demand: Televi-
sion and films which can 
be streamed at any time 
from the Internet, rather 
than waiting for a TV 
broadcast. 283 

viral advertising: Advertis-
ing using social media, 
spread by users rather 
than the advertising com-
pany.212 

virtual actors: Animated 
characters used in films, 
created entirely using 
computer graphics soft-
ware.114 

virtual environment: 302 
virtual globe: 3D represen-

tation of the Earth with 
added data layers. 239 

virtual keyboard: See soft 
keyboard. 18 

Virtual LAN: Network form 
by several LANs which 
are in separate geograph-
icallocations. 75 

Virtual Learning Environ-
ment: Form of Content 
Management System used 

by teachers to upload ken words into text. 21, 
lessons and materials for 320 
students. VoiP: See Voice over Inter-

virtual machine: Software net Protocol. 
application that runs a volatile storage: Storage 
virtual 'computer' inside a which loses its contents 
window. 243, 312 when the power is re-

Virtual Private Network: moved.32 
System to allow a remote Vorbis: Lossy file format for 
computer to securely con- audio.132 
nect to a LAN, as though it Voter Verified Paper Audit 
were physically connect- Trails: E-voting machine 
ed. 75,254 that produces a paper 

virtual reality: 3D virtual receipt to combat potential 
environment which pro- voting fraud. 297 
jects images into a headset VPN: See Virtual Private 
worn by the user. 258, 302 Network. 

virtual reality headset: 302 vulnerability scanner: Soft-
virtual world: 3D virtual ware to scan a system for 

environment to which potential security prob-
users connect over the lems. 95 
Internet. 212, 278 VVP AT: See Voter Verified 

virtualisation: Using a sys- Paper Audit Trails. 
tern in a virtual machine. W3C: See World Wide Web 
243 Consortium. 

Virus: Computer program WAN: See Wide Area Net-
which damages files and work. 74 
data spreads when infect- waterfall development: 
ed programs are copied. Development method that 
96 focuses on completing 

virus definition file: Used each stage of the SDLC for 
by anti-virus programs to the entire project before 
recognise known viruses. moving onto the next. 324 
96 watermarking: Embedding 

vishing: Phishing attacks the author's name or logo 
committed using tele- into an image to act as a 
phone calls or VoiP sys- copyright reminder. 135 
tems.104 WA V: Lossless file format 

visualisation: Graphical or for audio. 132 
animated output from a web 2.0: Refers to web pages 
computer model or simu- which allow user interac-

. lation. 177, 238 tion and collaboration. 85, 
VLAN: See Virtual LAN. 221,294 
VLE: See Virtual Learning web 3.0: Proposed evolution 

Environment. 220 of the world wide web. 85 
VOD: See Video On De- web analytics: See web 

man d. traffic analysis. 212 
voice control: See voice web bug: Technique used 

controlled interface. by spammers to detect if 
voice controlled interface: an email address is valid 

Ability to operate a com- or not. 103 
puter by issuing spoken Web Content Management 
commands. 21, 42 System: Web page that 

Voice over Internet Proto- allows users to upload 
col: System that lets users content which is automati-
make telephone calls over cally formatted and dis-
the Internet. 21 played. 208 

voice recognition: Use of web crawler: Software 
software to convert spo- which scans web pages 



looking for key words, so 
search engines can index 
them. 211 

web databases: 144 
web development software: 

Application software for 
creating HTML pages for 
web sites. 52 

web hosting: Company that 
stores web sites on their 
servers, making them 
accessible on the Internet. 
209 

web server: Computer 
which houses web pages 
and serves them to com­
puters that request them. 
68,209 

web spider: See web crawl­
er. 

web traffic analysis: Statis­
tics about visitors to a web 
site, including duration 
and pages viewed. 

web-based software: See 
cloud computing. 

webcam: Input device used 
to record video, often 
found in laptop comput­
ers. 25 

WebCMS: See Web Content 
Management System. 

WEEE: Waste Electrical and 
Electrical Equipment di­
rective. 247 

weighted filter: Filter that 
considers key words as 
well as their context or 
relationship to other key 
words. 292 

WEP: Wired Equivalence 
Protocol. Wireless net­
work encryption system. 
109 

What-if scenario: Use of a 
computer model to test the 
results of different situa­
tions and scenarios. 168 

wheels: Common output 
device in robotics. 346 

white list: List of allowed 
web sites in a filtering 
system. 291 

Wide Area Network: Com­
puter network over a large 
area, such as a country or 
several countries. 74 

WiFi: Most common type of 
wireless connection. 69 

wiki: Type of web page that 
any visitor can edit. 85 

WiMax: Long range wireless 
network technology. 77 

wired soldiers: Technolo­
gies used to improve sol­
dier effectiveness. 303 

wireless hotspot: A public 
wireless access point. 77 

wizard: Step by step help 
system to guide a user 
through a task. 61 

WLAN: Wireless LAN. A 
LAN what allows Wi-Fi 
connections. 74 

WMA: Lossy file format for 
video.132 

word processing software: 
Application software for 
creating written docu­
ments such as letters or 
essays. 50 

World Wide Web Consorti­
um: Organisation that 
manages standards on the 
world wide web. 206 

worm: Malicious software 
which replicates itself and 
spreads between comput­
er systems and over net­
works. 96 

WP A: Wireless Protected 
Access. Wireless network 
encryption system. 109 

WP A2: Wireless Protected 
Access 2. Wireless net­
work encryption system. 
109 

WWW: World Wide Web- a 
series of interlinked multi­
media pages stored on the 
Internet. 84 

WYSIWYG: What You See 
Is What You Get. Refers to 
programs that present 
their output onscreen 
exactly as it will appear 
when printed. 136: 202 

XML:206 
YB: See Y ottabyte. 
yottabyte: Storage unit: 1024 

zettabyes: 37 
ZB: See Zettabyte : 
zettabyte: Storage unit: 1024 

exabytes: 37 
zip file: Compressed file 

format for general data. 
126 

zombie: Computer which 

has been compromised by 
malware and is part of a 
botnet. 98 
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